
AD-AC92 129 nECISIONS AND DESIGNS INC MCLEAN VA F/6 5/10
PILOT AUTOMATED INFLUENCE DIAGRAM DECISION AID. Cu)

UNLSIIDnEC 75 R J KORSAN, J E MATNESON N0O1-78-C-0100

7 =LSSFE NL* 'ulllllllll
Ehhmhhhm
EIIEEIIIIIIIE

IIullIImllII



DTICSELECTE
NOV 26 18

DISTRBTION STATEMENT A
Approved for public release;

Distribution Unlimited



PILOT AUTOMATED
INFLUENCE DIAGRAM
DECISION AID

Final Report

December 1978

By: Robert J. Korsan
James E. Matheson

Prepared for:

Defense Advanced Research Projects Agency
Arlington, Virginia

Under Subcontract from Decisions and Designs, Inc.
McLean, Virginia

SRI Project 7078

DTIC
S ELECTE

NOV 2 6 1980

B

DISTRIBUTION STATEMENT A

Approved for public releasel
Distribution Unlimited



SRI International c

333 Ravenswood Avenue I" 
1  g ia ' m @ g

c  S N..
Menlo Park, California 94025 , . .

PAGE

12 Smda mazfl.Na. addi.,1. .... 01 4-smt & C- a
Advanced Research Projects Agency Tecnical
Cybernetics Technology Division __
1400 Wilson Blvd. / J TeInica

Arlington, Virginia 22209 1'

r-r

SR Intrat iona

3Influence diagrams were originally conceived as a way of visually representing

dependencies among random variables. It was recognized that they provide an effective
means of communicating probabilistic information in complex, uncertain situations. They

were soon generalized to include decision as well as chance variables. An earlier SRI
report, Development of Automated Aids for Decision Analysis (Miller, et al., May, 1976),

describing influence diagrams and showed that they are a more fundemental way of capturin
uncertain decision situations than the commonly used desicion tree methods. This recog-

nition held the promise that they might provide a basis for more efficient modeling and
solution of decision problems.

The report reviews the fundamentals of influence diagrams (adapted from Miller et al.
It illustrates with an example of toxic chemical testing how an analyst might use an

automated influence diagram system. A first such system was implemented on the IBM 5110
mni-computer. This work allowed the development of computational algorithms in the APL
language. Small decision problems are within the capabilities of this system. This
development establishes the feasibility of implementing a comprehensive influence
diagram system on a larger machine. Such a system could greatly assist decision makers
and decision analysts. The final sections of this report explore guestions which arose

.oution o . out of our work.
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1. SUMMARY

Influence diagrams were originally conceived as a way of visually
t representing dependencies among random variables. It was recognized

that they provide an effective means of communicating probabilistic
information in complex, uncertain situations. They were soon gener-
alized 1to include decision as well as chance variables. An earlier SRI
report described influence diagrams and showed that they are a more
fundamental way of capturing uncertain decision situations than the

tcommonly used decision tree methods. This recognition held the promise
that they might provide a basis for more efficient modeling and solution
of decision problems.

This report riviews the fundamentals of influence diagrams (adapted
from Miller et al. ). It illustrates, with an example of toxic chemical
testing, how an analyst might use an automated influence diagram system.
The first such system was implemented on the IBM 5110 mini-computer.
This work allowed the development of computational algorithms in the APL
language. Small decision problems are within the capabilities of this
system. This development establishes the feasibility of implementing a
comprehensive influence diagram system on a larger machine. Such a
system could greatly assist decisionmakers and decision analysts. The
final sections of this report explore questions that arose out of our
work.

1 A.C. Miller, M.W. Merihofer, R.A. Howard, J.E. Matheson, T.R. Rice,
"Development of Automated Aids for Decision Analysis," SRI
International, Menlo Park, CA (May 1976).



2. BACKGROUND

2. 1 Influence Diaarams

An influence diagram is a way of describing the dependencies among
state variables and decision variables. An influence diagram can be
used to visualize the probabilistic dependencies in a decision analysis,
to specify the states of information for which independencies can be
assumed to exist, and to describe what state and decision information is
available to the decisionmaker at each decision point.

Figure 2. 1-1 shows how influence diagrams represent the dependen-
cies among state variables and decision variables. A state variable is
represented by a circle containing its name or number. An arrow point-
ing from chance variable A to chance variable B means that the outcome
of A can influence the probabilities associated with B. An arrow point-

t ing to a decision node from either another decision or state variable
means that the decision is made with the knowledge of the outcome of the
other decision or state variable. A connected set of squares and cir-
cles is called an influence diagram because it shows how state variables
and decision variables are logically related.

* The influence diagram in Figure 2. 1-2 (a) states that the probabil-
ity distribution assigned to x MM depend on the value of y, while the
influence diagram in Figure 2. 1-2(b) asserts that x and y are probabil-
istically independent for the state of information with which the dia-
gram was drawn. Note that the diagram of Figure 2.1-2(a) really makes
no assertion about the probabilistic relationship of x and y since, as

* we know, any joint probability {x,yISI can be represented in the form
(x,YISl {xly,S) (x1S). However, since {x,yIS) ={ylx,S) {xjS], the
influence diagram of Figure 2.1-2(a) can be redrawn as shown in Figure
2.1-2(c); both are completely general representations requiring no inde-
pendence assertions. While the direction of the arrow does not limit
the form of the joint distribution for this simple example, it is used
in more complicated problems to specify the states of information upon
which independence assertions are made.

Similarly, with the three variables x,y,z, there are six possible
influence diagrams of complete generality, one corresponding to each of
the possible expansions. They are shown in Figure 2.1-3. While all of

9 these representations are logically equivalent, they again differ in
their suitability for probability assessment purposes. In large deci-
sion problems, the influence diagrams can display the needed assessments
in a very useful way.

2



IA
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2.2 Formal Definition of an Influence Diagram

An influence diagram is a directed graph having no loops. It con-
tains two types of nodes:

" Decision nodes represented by boxes(Q)

" Chance nodes represented by circles(Q)

Arrows between node pairs indicate influences of two types:

* Informational influences are represented by arrows
leading into a decision node. These show exactly which
variables will be known by the decisionmaker at the time
that the decision is made.

* Conditionina influences are represented by arrows lead-
ing into a chance node. These show the variables on
which the probability assignment to the chance node vari-
able will be conditioned.

The informational influtes on a decision node represent a basic
cause-effect ordering, whereas the conditional influences into a chance
node represent, as we have seen, asomewhat arbitrary order of probabil-
istic conditioning, which may not correspond to any cause-effect notion
and may be changed by application of the laws of probability (e.g.
Bayes' Rule).

Figure 2.2-1 is an example of an influence diagram. Chance node
variables a, b, c, e, f, g, h, i, J, k, 1, m, and o all indicate chance
variables whose probabilities must be assigned, given their respective
conditioning influences. Decision node variables d and n represent
decision variables that must be set as a function of their respective
informational influences. For example, the probability assignment to
variable i is conditioned upon variables f, g, and i, and only these
variables. In inferential notation, this assignment is {ilf, g, 1, .K,
where K represents a special S, the initial state of information upon
which the construction of the entire diagram is based. As another
example, the decision variable d is set with knowledge of variables a
and c, and only these variables. Thus, d is a function of a and c.

One of the most iftpbrtant, but most subtle, aspects of an influence
diagram is the set of tbssible additional influences that are not shown
on the diagram. An influence diagram asserts that these missing influ-
ences do not exist.

In order to illustrate this characteristic of influence diagrams
more clearly, we must make a few more definitions.



00

wU
0
0

z
0

LU

z

z

N
U

S .C z



* A 21Mk from one node to another node is a set at influ-
ence arrows, connected head to tail, that forms a
directed line from one node to another.

With respect to any given node we make the following definitions:

" The predecessor set of a node is the set of all nodes
having a path leading _t, the given node.

" The direct predecessor set at a node is the set at nodes
having an influence arrow leading dJ~icl toL the given
node.

" The indirect predecessor set of a node is the set formed
by removing trom its predecessor set all elements of its
direct predecessor set.

" The successor set of a node is the set of all nodes
having a path leading .frm the given node.

" The direct successor set of a node is the set of nodes
* having an influence arrow leading directly from the given

node.

" The indirect successor set of a node is the set formed by
removing from its successor set all elements of its
direct successors.

We refer to members of these sets as predecessors, direct predecessors,
indirect predessors, successors, direct successors, and indirect succes-
sors. Figure 2.2-2 shows the composition of each of these sets in rela-
tion to node g.

2.3 Relationship of Influence Diazrams to Decision Trees

Same influence diagrams do not have corresponding decision trees.
As in a decision tree, all probability assignments in an influence
diagram -- including the assignment limitations represented by the
structure -- must be based on a base state of information, E. Unlike a
decision tree, the nodes in an influence diagram do not have to be
totally ordered, nor do they have to depend directly on all predeces-
sors. The freedam from total ordering allows convenient probabilistic
assessment and computation. The freedom from dependence on all prede-
cessors allows decisions to be based on informational event sets that

6 are incompatible with a "single decisionmafrer" point of view. If a
single decisionmaker is assumed not to forget information, then the
direct predecessor set of one decision Must be a subset of the direct
predecessor set of any subsequent decision. In the influence diagram of
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Figure 2.2-2, decisions d and n have mutually exclusive direct predeces-
sor sets, (a,c) and (in). This situation could not be represented with a
decision tree.

If' the informational arrows shown as dashed lines in Figure 2.3-1
are added to Figure 2.2-2, then the influence diagram can be represented
by a decision tree. Many different valid decision trees can be con-
structed from this new influence diagram. The only conditions are
that they Must (1) preserve the ordering of the influence diagram and
(2) not allow a chance node to be a predecessor of a decision node for
which it is not a direct predecessor. For example, the chance node mn
Must not appear ahead of decision node d in a decision tree, because
this would imply that the decision rule for d could depend on mn, which

t is not the case.

The situation becomes more complex when we add a node such as p in
Figure 2.3-2. If we were to construct a decision tree beginning with
chance node p, it would imply that the decision rules at nodes d and n
could depend on p, which is not the actual case. Node p represents a
variable that is Used in the probability assignment model but is not
observable by the deci3ionmaker at the time he makes his decisions. In
this situatiion, we would normally Use the laws of probability (e.g.
Bayes' Rule) to eliminate the conditioning of c on p. This process
would lead to a new influence diagram reflecting a change in the
sequence of conditioning. This would result in the inclusion of addi-
tional influences.

In Figure 2.3-3, the dashed arrow represents an influence that has
been "turned around" by Bayes' Rule. The resulting diagram can be
developed into a decision tree without further processing of probabil-
ities. Also note that the change in the influence diagram required only
information already specified by the original influence diagram (Figure
2.3-2) and its associated numerical probability assignments. Thus, it
can be carried out by a routine procedure.

The foregoing considerations motivate two new definitions:

* A decision network is an influence diagram:

(1) that implies a total ordering among decision nodes,

(2) where each decision node and its direct predecessors
directly influence all successor decision nodes.

10
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e A decision tree network is a decision network:
(3) where all predecessors of each decision node are

£ direct predecessors.

Requirement (1) is the "single decisionmaker" condition and
requirement (2) is the "no forgetting" condition. These two conditions
guarantee that a decision tree can be constructed, Possibly after some
probabilistic processing. Requirement (3) assures that no probabilistic
processing is needed, so that a decision tree can be constructed in
direct correspondence with the influence diagram.

As an example, consider the standard inferential decision problem
represented by the decision network of Figure 2.3-4(a). As we discussed
earlier, this influence diagram cannot be used to generate a decision
tree directly, because the decision node c has a non-direct predecessor
that represents an unobservable chance variable. To convert this
decision network to a suitable decision tree network, we simply reverse
the arrow from a to b, which is permissible because they have only
common predecessors, namely none.* We thus achieve the decision tree
network of Figure 2.3-4(b), and with redrawing, we arrive at Figure
2.3-4(c).

Specifying the limitations on Possible conditioning by drawing the
influence diagram may be the Most significant step in probability
assignment. The remaining task is to specify the numerical probability
of each chance node variable conditioned on its direct predecessor
variable.

See graphical manipulation in Miller et al., "Development of Automated
Aids for Decision Analysis," SRI International, Menlo Park, CA, p. 126
(Kay 1976).

14
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3. THE INFLUENCE DIAGRAM AID

An automated decision aid based on the concept of influence dia-
grams has been implemented on the IBM 5110. This aid consists of pro-
grams to assist 14 major phases of the analysis of a decision problem.
These phases are (1) influence diagram construction and problem defini-
tion, (2) transformation of the influence diagram to a decision tree
network, (3) probability and value elicitation, and, finally, (14) tree
generation and policy evaluation. The following sections describe the
purpose, major capabilities, and limitations of' this experimental aid.
Section 14 gives a detailed description of the use of this aid.

3.1 Purpose of the Influence Diagram Aid

The influence diagram aid was developed to assist the analysis of
decision problems. The fundamental structure used to coordinate all
phases of the analysis is the influence diagram. The aid can be used to
streamline all phases of analysis.

Initially, the aid allows the user to interactively develop the
graphical representation of the decision problem structure on the screen
of the IBM 5110. This phase includes questions designed to increase
problem complexity in levels. All important areas of the decision prob-
lem are developed uniformly.

The aid will take the problem structure that is implicit in the
influence diagram and interactively construct a decision tree network.
The aid attempts to streamline the elicitation process by coordinating
the original influence diagram and the decision tree network constructed
from It. When independence has been implied, the program will check
that this was indeed intended during elicitation. The purpose of this
check is to minimize the information that needs to be supplied to ana-
lyze the decision problem. This allows the user to catch any structural
errors jontained in the original influence diagram. Once the influence
diagram has been elicited and the probability distributions assessed,
the aid constructs and analyzes the decision tree associated with this
problem. This finally results in an expected value, a lottery, and an
optimal state contingent policy for the decision problem.

16



3.2 Major Capabilities

The major capabilities of the aid are:

* Guided assistance in analysis of a decision problem.

* Interactive elicitation and modification of an influence
p diagram.

* Analysis of an influence diagram and guidance on the
structure needed to create a decision tree network.

" Elicitation of decision alternatives and probability
distributions necessary to solve the decision problem.

" Construction, rollback, and policy evaluation based on the
information collected.

" Value of information computations.

* Library facilities that allow the user to save the problem
(or versions of it) at any phase of the analysis.

The limitations of the decision aid, as currently implemented are:

" Linear additive value functions.

" Utility functions unavailable.

" Access to APL models of outcomes not available.

" Normal approximation to continuous probability
distributions.

" A total of approximately 7-10 state variables, decisions,
and outcomes in any particular problem.

Some of these limitations could be easily overcome in a future
design. Others are dependent upon the physical capabilities of the IBM
5110 and could be remedied by implementation of a different system.

17



14. USING THE INFLUENCE DIAGRAM PROGRAMS

The influence diagram programs are a set of four APL workspaces
(WS). These are stored on a diskette that has been specially prepared
with space for five problems. All of the workspaces are designed around
using this file format. There is a common directory that allows access
to all problems. The major phases of problem analysis are performed by:

1. WS DIAGRAV - interactive elicitation of influence diagram.

2. VS XFOR4 - analyze the influence diagram and detail the
steps necessary to create a decision tree
network.

3. WS PROBS -based on the influence diagram, elicit the joint
probability distribution over the problem vari-
ables. Also, determine the value trade-offs
among the outcome variables.

4I. VS SOLVES determine the expected value, value lottery, and
state contingent policy for this problem.

The reader is referred to the IBM 5110 System Library for details
on machine installation, maintenance, serial I/0 interface operation,
etc. The current aid is designed to be used on a 5110 with at least one
disk drive.

4.1 Preparina a Diskette

The influence diagram aid is a portable system. Copies of the aid
can be made for distribution to others. The steps involved are simple:

1. Initialize the diskette -- see the IBM 5110 customer support
functions reference manual for a description of the diskette
initialization function.

2. Place the MASTER tape cartridge in the tape reader.

3. Execute the APL system command

)PROC 1001 PREPARE

18



4. Execute the APL system command

)LOAD 11001 DIAGRAM

Step 3 performs the diskette preparation. Step 14 places you at the
beginning of' the analysis and solution process.

4.2 Tha WS IAURAM

The purpose of the WS DI.4GR4f is to interactively build an
influence diagram. The user is questioned about the structure of the
problem. This portion of the aid is designed to have the user thinkIback from values to current decisions. The information provided is used
to guide the user into thinking about the problem in uniform layers of
complexity.

The screen of the 5110 is a restrictive graphical medium. In order
to maximize the use of the screen, we have introduced some conventions.
All problem variables are represented by a single symbol. We make a
distinction between state variables (chance variables that do not enter
directly into the value function) and outcome variables (chance vari-
ables that do directly enter into the value function). The symbols
available are:

Outcome variables - the digits 0 through 9

State variables - the alphabet A through Z

Decision variables - the underlined alphabet A through Z

The names associated with the symbol are limited to 18 characters.
Variables are connected by directed arrows (- etc.). When arrows
cross but do not connect, the crossing point is denoted by a "1jot" (o).
If arrows cross and connect, the junction is denoted by a "plus" (+.).
See Figure 4.2.1-1 (a) and (b) for examples of these conventions. When
describing influences, variable symbols are separated by either - or ,

which denotes the direction of the influence. Hence, A-B is read as "A
influences B."

19



B
4

A * *0 '* * B
+ t
+ +

(a) Arrows crossing but not connecting.

A + B

+ C

(b) Arrows crossing and connecting.

Figure 4.2.1-1(a). Graphic Conventions for Connecting Variables

4.2.2 Retrievina Old Problems/Starting New Ones

The aid, upon loading any of the four workspaces, will
automatically start execution. The user is presented with the
following:

OPTIONS
1 = START 4 NEW PROBLE74 FROM XRATH
2 = RETRIEVE AN OLD PROBLEM FROM DISK AND CONTINUE
PLEASE ENTER THE NUMBER OF THE DESIRED OPTION AND PRESS XEC UTE

Entering a "1" starts a fresh problem, which may be saved at the
end of the session. Entering a "2" will cause the problem directory to
be shown and a problem that is partially solved may be retrieved, for
example --

THE PROBL94S CURRENTLY STORED ARE:
1. ARPA
2. TEST
3. ONR
4. SHALE
5. UNUSED

PLEASE ENTER THE NUMBER OF THE PROBLEM DESIRED.

20



Entering a "l" will retrieve the problem that previously has been
called ARPA. This problem saving/retrieval is common to the four work-
spaces that make up the aid.

4.2.3 Available Options

The following set of options is presented upon entry to the WS
DIAGRAM.

OPTIONS

1 =CONTINUE STRUCTURE ELICITATION
2 =MAKE CORRECTIONS TO EXISTING DIAGRAM
3 =DISPLAY VARIABLE DICTIONARY
4 =DISPLAY DIAGRAM
5 =DISPLAY DISK DIRECTORY
6 =EXIT AND STORE PROBLEM
7 =EXIT
PLEASE ENTER THE NLP4BER OF THE DESIRED OPTION AND PRESS EXECUTE

This is presented after starting/retrieving a problem and at the
completion of any option. Option 1 is a process whereby the user is
questioned about the next variables to be entered into the problem. The
user places the symbol on the screen, names the symbol, and describes
the influences. The user is first asked about outcome variables
(variables that directly enter Into the value function). This is
followed by the variables that influence these outcomes, etc. During
this process, any of the following errors may be produced:

ERROR: INVALID INFLUENCE SYMBOL. EDIT LINE AND PRESS EXECUTE:
ERROR: UNDEFINED VARIABLE. EDIT LINE AND PRESS EXECUTE:
ERROR: INVALID DELIMITER. EDIT LINE AND PRESS EXECUTE:
ERROR: UNDEFINED VARIABLE. EDIT LINE AND PRESS EXECUTE:
ERROR: INVALID INFLUEMCE. EDIT LINE AND PRESS EXECUTE:

These are straightforward, except for invalid influence, which
may occur in response to two situations. First, a ioop may be created,
in which case you are notified and forced to repeat the process.
Second, given the limitations of the characters used for drawing
influences, the physical layout of the 5110 screen may not allow the
influences to be drawn. In either case, you must edit the description
and/or the screen and re-specify the influences.

The description of influences is done symbolically. The '- is
used to designate influence. Hence, in this language, A -B is read as
"A influences B". Multiple statements may be placed on a single line,
separating them by semi-colons, eg. A *B; A -~ C; B - C.
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Option 2 allows you to interact with the screen of the 5110 and
modify the diagram that has been drawn. The correction options are:

1 = RE4 OVE A PROBLEM VARIABLE (4ND ITS INFLUENCES)

2 = RE'qOVE A SPECIFIC INFLUENCE
3 = MOVE THE SCREEN POSITION OF A VARIABLE
4 = ADD NEW INFLUENCES
5 = ADD PREVIOUSLY FORGOTTEN VARIABLES

Option 3 displays a table that has three columns, which lists the
symbols and names used as state variables, decision variables, and
outcome variables. A sample of this output is given by:

STATE VARIABLES DECISION VARIABLES OUTCOMES

R = RED RESPONSE A = TASK FORCE ACT 1 = WAR RISK
2 = MATERIALS
3 = NEUTRALIZATION

Option 4 displays the influence diagram, which might look like:

1' +

+ 2

A .. . .R

+

Options 5, 6, and 7 are used to control the problems that are added

to the set already saved on the current diskette.

4.3 The WS XFOR4

The WS XFOR4 is used to analyze a previously developed influence
diagram. This results in a list of conditions that are sufficient to
convert the current diagram into a decision tree network. These con-
ditions are presented so that the user may add them to the current
diagram or explicitly reject the analysis of the problem as a decision
tree.

If probabilities have been previously elicited, the functions will
perform the necessary probabilistic manipulations wherever possible
(e.g. Bayes' Rule when reversing the direction of an influence). Proba-
bilities will be elicited once again, with consistency checking when no
other action is available. The conventions used are the same as the
previous WS's.
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4.3.1 Available Options

The following set of options are presented upon entry to the WSXFORV.

OPTIONS:
1 = CONVERT DIAGRAV IV DECISION TREE NETWORK
2 = PRINT DIAGRAV ON SIO DEVICE
3 = DISPLAY VARIABLE DICTIONARY
4 DISPLAY DIAGRAI
5 = DISPLAY DISK DIRECTORY
6 = EXIT AND STORE PROBL624
7 = EXIT
PLEASE ENTER THE NLP4BER OF THE DESIRED OPTION AND PRESS EXECUT

Option 1 displays the list of conditions that must be met in order

to have the influence diagram become a decision tree network. The sys-
tem allows the user to specify if all these changes are to be made. If
not, an option is presented that allows the user to manipulate the
diagram and show the changes needed.

Option 2 allows a hard copy output of the influence diagram when

the IBM 511'i is configured without a printer (assuming the SIO option).
The remaining options are the same as those of WS DIAGRAV, Section
4.2.3.

4.4 The WS PROBS

The WS PROBS is used to elicit the minimum number of probability

elicitations based on the influence diagram. Discrete and continuous
distributions are allowed. The "normal" approximation is used when

obtaining continuous distributions. The conventions used are the same
as previous WS's.

4.4.1 Available Options

The following set of options are presented upon entry to the WS
PROBS:

OPTIONS:

1 = CONTINUE PROBABILITY ELICITATION
2 = EDIT PROBABILITIES
3 - DISPLAY VARIABLE DICTIONARY
4 DISPLAY DIAGRAM
5 = DISPLAY DISK DIRECTORY
6 = EXIT AND STORE PROBLEM
7 EXIT
PLEASE ENTER THE NUMBER OF TE DESIRE OPTION AND PRESS TXr.ZUTF
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Option 1 Uses the influence diagram to present a series Of
questions that elicit the distribution needed from the User. In the
case of discrete distributions, the User Must provide the levels and
probabilities of each level, based on appropriate conditioning. In the
Case of a continuous distribution, the simple normal approximation is
Used. Probabilities Of .25, .5 and .25 are associated with the 10, 50
and 90 fractiles. The first two moments of this distribution are Used
to specify the approximate normal distribution. An example of such an
elicitation is:

PROBABILITY ELICITATION FOR VARIABLE 2 =MATERIALS
CONDITIONAL ON VARIABLES VALUE

A = TASK FORCE ACT AIR
R = RED RESPONSE ATTACK

PLEASE ENTER THE '2' VALUES CORRESPONDING IV TqE
10. 50, AND 90% POINTS FOR THE CLNULATIVE '2'
DIS'TRIBTIION (OR TO GET THE MENU. ENTER: MIENU).

10% (OR MENU): 3750 50%: 12250 90%

ARE THE ABOVE VALUES CORRECT? (Y OR N):
Option 2 allows the user to change some of the values previously

input. These changes are incorporated and the appropriate conditioned
inputs queried. These data are used to update the joint distribution
fundamental to the solution of the problem. The remaining options are
the same as those of WS DIAGRAMI, section 4i.2.3.

4.5 Th p u

This WS takes the data gathered previously and elicits a value
*1 function. Currently, value functions are restricted to linear combina-

tions of outcome variables. Once elicited, the value lottery is com-
puted and printed along with a state dependent optimal policy and
expected value.
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5. TOXIC CHEMICAL TESTING EXAMPLE

To illustrate the power of influence diagrams to solve complex
problems of decisionmaking and information acquisition, we shall apply
this method to a problem of toxic chemical testing. Let us suppose that
a chemical having some benefits also is suspected of possible carcino-
genicity. We wish to determine whether to ban, restrict, or permit its
use, and also whether to undertake any information gathering regarding
cancer-producing activity of the chemical or its degree of exposure to
humans.

The primary decision problem can be formulated by drawing the
influence diagram of Figure 5-1. This figure tells us that the economic
value of the product and the cancer cost attributed to it both depend on
the decision regarding usage of the chemical. The (probability assign-
ment on) economic value given the usage decision is independent of the
human exposure, carcinogenic activity, and the cancer cost. However,
the cancer cost is dependent upon the usage decision, as well as both
the carcinogenic activity and human exposure levels of the chemical.
The net value of the chemical, given the economic value and the cancer
cost, is independent of the other variables. Also, human exposure and
carcinogenic activity are independent.

These relationships are not necessarily obvious ones; they depend
on kn~owledge of the problem at hand. For example, the economic value of
a particular chemical might depend on its chemical activity, which in
turn might be closely related to its carcinogenic activity. In such a
case, an arrow might have to be added from carcinogenic activity to eco-
nomic value.

The next step would be to obtain probability and value assessments
corresponding to the influence diagram. For example, an automated
influence diagram system might ask for a list of usage decision alter-
natives. In this case, they are BAN, RESTRICT, or PERMIT. Next, it
might ask for the economic value given each of these alternatives. In
this case, the permit alternative is considered to have a reference
value of zero, the restrict alternative a substitute process cost of $1
million, and the ban alternative a substitute process cost of $5
million.

The next question might be to assess possible outcomes for human
exposure and carcinogenic activity, along with their corresponding
(unconditional) probabilities. The probability trees of Figure 5-2
illustrate these assignments. Next, we might be asked for the cancer
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FIGURE 5.1 INFLUENCE DIAGRAM FOR PRIMARY DECISION
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FIGURE 5,"-1 INFLUENCE DIAGRAM MODIFICATION TO
DETERMINE THE VALUE WITH PERFECT
INFORMATION ON CARCINOGENIC ACTIVITY
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cost, given human exposure and carcinogenic activity levels, as well as
the disposition decision. This cost is deterministic and is given in
Table 5-1. Finally, the net value is stated to be simply the sum of the
economic value and cancer cost.

All of this information would come out of detailed modeling and
expert judgment regarding the decision situation. Once it has been
captured with the influence diagram, analysis can proceed. In this
case, an automated influence diagram procedure could generate the appro-
priate decision tree, display it if desired by the user, and determine
that the best decision is to restrict usage. The expected value given
this decision is a cost of $2.2 million. In this example, we will con-
sider only the expected value or risk neutral case, although the case of
risk aversion can be treated with little difficulty.

Table 5-1

CANCER INCIDENCE
(Valued at $100,000 each)

Human Exposure
PERMIT Alternative RESTRICT Alternative BAN Alternative

Carcinogenic
Activit Low Med High Low Med Hiah Low Med High

Inactive 0 0 0 0 0 0 0 0 0

Moderate 5 50 500 0.5 5 50 0 0 0

Very active 100 1,000 10,000 10 100 1,000 0 0 0

5.1 The Value of Perfect Information

Before investigating actual information-gathering alternatives, the
Usual decision analysis practice is to determine the value of perfect
information (clairvoyance) on the uncertain variables. The value of
clairvoyance furnishes an upper limit on the value of real information
gathering.

With an automatic influence diagram procedure, these calculations are
trivial. For example, to calculate the value with perfect information on
carcinogenic activity, we need only add the influence arrow indicated in
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dotted lines on Figure 5.1-1. This modification states that the decision-
maker knows the degree of carcinogenic activity when he makes the usage
decision. The result is an expected cost of $1.1 million and a decision
rule to permit if Inactive, restrict if moderate, and ban if very active.
This means that the expected value of perfect information is the original
$2.2 million minus the $1.1 million expected cost, which is $1.1 million.
Figure 5.1-2 shows a complete display of the decision tree for this case,
which could be automatically generated upon request of the user.

5.2 The Value of Imperfect Information

In order to place a value on imperfect information, we must model the
information source. To be useful, the informational report must depend
probabilistically on one or more of the uncertain variables in the prob-

t lem. In order to incorporate this dependence, we augment the influence
diagram with a model of the information-gathering activity.

In the example at hand, it might be possible to carry out a labora-
tory test of the carcinogenic activity of the chemical. In this case, we
begin by adding a chance node to represent the report from the activity
test. In Figure 5.2-1 we have added an activity test node; we have drawn
an arrow to it from the carcinogenic activity node ( showing that the test
result depends on the actual carcinogenic activity of the chemical), and
we have drawn an arrow from the activity test to the usage decision (show-
ing that the decisionmaker will know the test result when he makes the
usage decision). We must also check the logic of each probabilistic

* statement represented in the diagram, because additional knowledge, in
principle, could change the probabilistic dependence elsewhere in the
diagram.

An automated system would now ask us to define the test results. We
would reply that there are three test results, called "INACTIVE,"
"MODERATELY ACTIVE," and "VERY ACTIVE," corresponding to the possibilities
for the actual activity. However, unlike perfect information, these test
result indications may be wrong. The system would now ask us to supply
the probabilities of these test results for each state of carcinogenic
activity (the likelihood function). Figure 5.2-2 shows a possible display
with the assigned probabilities.

All of the information needed to determine the value of the carcin-
ogenic activity test has now been supplied. However, the influence dia-
gram of Figure 5.2-1 is what we term a decision network, rather than a
decision tree network, so it must be manipulated into decision tree net-
work form before a decision tree can be generated and evaluated. The

0 problem is that the carcinogenic activity node precedes the usage decision
node, but activity is unknown to the decisionmaker when he makes the usage
decision. A decision tree beginning with resolution of carcinogenic
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activity would incorrectly give this information to the decisionmaker.
The problem is resolved by turning around the influence arrow between
carcinogenic activity and the activity test. This manipulation requires
the application of Bayes' rule to determine from the original probability
assignments a new set conditional in the opposite order. Carrying out
this manipulation would be straightforward for an automated system and
will result in the desired decision tree network. In fact, a sophisti-
cated system could determine that this manipulation was required and carry
it out without being asked by the user.

Evaluation of this network yields an expected cost, given the acti-
vity test option, of $1.96 million. Subtracting this cost from the orig-
inal cost of $2.20 million yields an expected value of $0.24 million from
a free activity test. This is the upper limit on the price the decision-
maker should pay for the actual test.

A test of the degree of human exposure also could be treated by a
similar modification of the influence diagram. Fi-ally, the value of
testing both carcinogenic activity and human exposure could be determined
by making both modifications as illustrated in Figure 5.2-3.

We have shown in this example how influence diagrams can be used to

model the primary decision problem, to determine the value of perfect
information on the uncertain variables, and, finally, to determine the
value of actual, but imperfect, information. The latter calculation
usually requires the application of Bayes' law. Decision tree methods
require the user to apply Bayes' law and supply the answers, or at least
the formula, for the appropriate probabilities on the decision tree.
Because the influence diagram captures the logic of the problem in a more
fundamental way, the user need only supply the initial probabilities that
represent his model of the information-gathering activity, and an
automated system can carry out the rest of the analysis. This example
shows how influence diagrams can greatly simplify the probabilistic
modeling and decisionmaking process.
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6. CONCLUSIONS

In this work, we have developed the first implementation of an auto-
mated, interactive process for construuting influence diagrams. We have
also illustrated how an interactive session with an automated system might
be used to analyze an example problem of a toxic chemical decision.

A logical next step is the thorough testing of this pilot system dur-
ing actual analysis. The SRI Decision Analysis Group now routinely uses
influence diagrams as a modeling tool. However, almost all analysis is
still carried out using older automated procedures having greater computa-
tional capacity. The small size of the IBM-5110 computer places a severe
limit on the complexity of problems that can be handled by the pilot sys-
tem. Nevertheless, actual tests with small problems should provide a
critique of both the modes of computer interaction and the algorithms
used.

This pilot implementation has demonstrated the feasibility of auto-
mated influence diagrams as a basic new tool for decision analysis and
model building. The high value of faster and more accurate problem-
solving capability dictates that rapid progress to practical, full-scale
implementation of automated systems should be made.

6.1 Directions for Further Development

A recent dissertation by Daniel Owen Iexplored the use of influence
diagrams as a quantitative tool to provide guidance to model building. In
brief, he developed procedures for determining the best place to expand or
refine a decision model throughout the model construction process. Owen
also developed a powerful matrix method for approximate analysis and solu-
tion of decision problems. Both of these ideas could provide valuable
additions to a comprehensive automated system.

2
In the earlier SRI work , we developed a separate graphical system

for deterministic analysis. A deterministic analysis is, of course, a
mathematically trivial case of a probabilistic analysis and therefore can,
in principle, be treated with an automated influence diagram procedure.

Practically, however, the treatment of deterministic relations with the
probabilistic procedure presented here is cumbersome and computationally
inefficient. Expansion of influence diagram modeling and computational
procedures to unify these two important aspects of analysis should be a
fruitful direction for further work.
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The work we performed during implementation has pointed out a neg-
lected area of research. The development of an influence diagram is
itself an iterative and interactive process. Many decisions are made
regarding the development and evaluation of the influence diagram through
the process of user-computer interaction; for example, where to continue
expansion of the influence diagram, when to access numerical values, and
when to stop expanding. Our ongoing use of influence diagrams has led to
a set of intuitive criteria for making these model-building decisions.
The pilot system uses these criteria in an implicit manner or explicitly
asks for the user judgment. Research on this process and the model-
building decisions (as opposed to the "decisionmakers" decisions) may lead
to a more effective and efficient process and quantitative criteria for
judging the authenticity of the resulting value lotteries. Such results
may provide a key to the intelligent use of influence diagrams on a broad
scale.

1"The Concept of Influence and Its Use in Structuring Complex Decision
Problems," Ph.D. dissertation, Engineering-Economic Systems Department,
Stanford University (October 1978).

2 A.C. Miller, M.W. Merkhofer, R.A. Howard, J.E. Matheson, T.R. Rice,
"Development of Automated Aids for Decision Analysis," SRI International,
Menlo Park, CA (May 1976).
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APPENDIX I-1

The Workspace DIAGRAM
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13) EELETEAINF
[L VARS-COMP4-VARE;-A ISE;l) I)/VARS
15) VARAINEII-COMP2/VARA1NI
[6) NAMESi-COMP2/NAMES
[71 POINTER.-POINrTER-+/POINrERCOMP2

V LiEL E EA IN FLU V
V DELETEAINF;POS;COMP; INFAPtT)NT;NEJ-A(tJMP

1:11 -+0 IF 0=ltpDE'LA]:NFALJTsr
[2) -EXPAND IF 0=ltpNEWACOMP.EIELAINFALISr::.ltpINFALIST
[33 COMP'-(ltpNEWAINFAL.IST)pl
E'+) COMPE(-ltpINFALIST)*NEJACOMP/'DELAINF+ALIST]-O
151 NEWAINFALIST-COMP,,'NELJAINFALIST
[61 DIELAINFALISr4-(.-NEWAC~OMP)I/rLIAINFALI3T
C73 EXPANDi:EXPANE'ALISTS
[8] COMP4-( pINFAIN') pCDMPlt.( ItPINFAL-IST) P~1*-
(9] COMPCFINDiAIN' r'1ELANFA-I13Tr>O
110] COMPIEDELAINFALISTIt-O
E11] INFAINEI4-CMP/INFAIND
[12)3 INFACH4-COMP/INFACH
(13] INFALIST-COMPI.IINFALIST
1141 INFALENGTH-COMPi./IENtFA LENGTH
C15) DELA1NFALIST--t0

VEXPANDALISTSE[RJV
V EXPANDALISTS; EXPADEL

Ell POINTS- INFAI ND(INF,.'CH[INDS-. +)/IND.S- r7 1- :1!A14I'.

DEL AI NFAL 1STI
[2] EXPADiEL-i++'(INFtIN', 1 LLAIOTA POINTS)*. Is\NFALENGTH
[3) NEWAINFALIST-INFALITE(EXPAIL-(-EXPAEIEL:EIELAINFALIST)./

EXPAE'EL);],Ei] NEWAINFALIST
(i4] EELAINFALIST'-E'ELA.EFALIST,EXPA'EL

VMOVEE03V
V MOVE ALIST;E'ELAINFALIST

El] 40 IF 0=x/pALIST
(2)3 NEWAINFALIST-NEWAINFAL:ST,EI.)(COMP-v/INF'AL.IST.-ALI3-TC;i])

/INFALIST
[3] DELAINFALIST-(COMP)..'ioCOMP
[43] EELETEAINF
[5] VARAINE'EVARSALISTE;l]]4-01LDASCRi.ALISTE;IJ

VINSERTEO)3V
V INSERT ALIST

IlEl #0 IF 0=x/pALIST
[2)3 VARSi-VARS,NEWAVARS*-ALISTE;2)"
(3] VARAIND4-VARIND,OLACR,LISTE;2] 1
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VOETtINAMES[ [LiV
* V GETtiNAMES;I

11) 40 IF 0=PNEWAVARa
£2) E4LK

14)1 ENTER: 'ENTER THE NiCVM[ or- %;RTABLE NE4AVAIRSC II
E 5) NAMES+-NAMES,rA L II V t

* 6) 4ENTER IF( NEW .ARS~) ., T*+I
17) NELJMARS4-Op'

* VGETAINFEOIV
V GETAINF;EBUF;EBUF1

Ell START: 0 1024I PUT 1024p'
E2 I2 BUF1'- 0 2 P
[3) DESC: 'ESCRIFE THE NEW INFLUENCES:'
£4) 4CHKftLOOPS IF Op~FCLI-O

* 5) EUF-PARSE U
£6) BUI+(PE4-/U.-.0'4tLSl NFWINF.-LST,-dJF
£7.] -CHKALOOPS IF 0.%vPREV

[9) 'THE FOLLOWING INFI-uENCE 'S ) HAVE PREVIOUSLY PEEN I t p 11:7

C101) (PREV/B~UF)E;,11,''(FREVPU -F)[; ,-],';
[11) PAUJSE
£12)3 CHKALOOPS:-tSTAPT IF CHF.I, 1L2O10PS

* 13] OWA-l OCC 0
£14) NEWAINFALIST-IJEWeANFALI ST, 1 1 .Jfu .

* VPARSE£O)V
V LIST4-PARSE EIIF;P'JS

Ell START:LISTh-SQUA'SH FBUF
[ 2)1 4START IF-. 3 4 CHKIAMEM
[3) -START IF- 1 ? CHKAMEM1-.-
[4) -+START IF-~ 4 I CHKIAMEM VARS, NEWA'vARS
1 5) 4START IF- 2 3 CHKA:.,E-M ASNAVR
[6) 40OK IFA/POS4-iLIS5T[; 1 3)
[7) E4UF4-5 EEITINF P03S

£9) OK:-*END IFA/POS'4-( lISTE;1].;N)Y-(-LI.ST£;3].Wt4.LST[I:
23=*-*')v(-vLIST£;1).N)A(LISTC;3-J.N)ALI3-)TE;2>.]*-.

[ 10) E4UF4-5 EE'ITtiINF POS
£11) -*START
£12) ENEI:LIST- 0 -1 4LIST

* 13) DELAINF
£14) 4COMPRESS IF 0=ltINE'-(IST;2] 4-'4)/t1l.t).IST
£15) LIST[ IND'; )'-DLISTC IN'; ]
1 16) COMPRESS:LIST-LISTC; 1 3]

VSQUASHCfJ)V
*V LIST4-SQUASH U

£1) LIST+-((lt 100 4 T )U )C1 )p()+ LF,,J-B F *11# dI
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VCHKAMEME0)V
* V 7.,-C1)f1E CHRAMEM SET; POS

Ell 40 IF Z--/POS4-LISTE;CODEE2))dSE'T
12] BUF4-COEE1i EDITAINF POS

* v
V ED IT A INF EL 0 ] V

V Z.-ERRACOI'E EDITAINF ERRAPOS
* El I]WA+-2 riCt: 2

E] ERRORSEERRACODE; )
[.*3 1 LIST
1* [ 1 R LR A S Y M R R ACO D E ;14- '~4 x pE RRA P (1S p U. 1RR 6CO D E 0 1. 0 0 0) %

E15Z1GE 768 64+
1 61 OWLA*-l GCC 0

ERRORS
e ERROR: INVALID INFLUJENCE SYMBOL. EMIT LINE AND PRESSC E XECUTE:

ERROR: UNDEFINED VARIABLE, EDIT LINE ANti PRESS EXECUTE:
ERROR: INVALID DELIMITER. EDIT LINE AND PRESS EXECUTE:

C ERROR: UNDEFINED VARIABLE. EDIT LINE AND PRESS EXECUTE:
ERROR: INVALID INFLUENCE, EDIT LINE AND PRESS EXECUTE7

Vt'EL AIN FED) V
oV DELAINF; DELAINFACOMP; DELAINFALIST

Ell 40) IF 0=1 tDIAL.ISTf-(cIJMp&Lisri ; 23= ~ /L.Tf-T
S21 L IST+- ("COM P) /LIST
1 3) DE1.AINFACMP-'/ ( I* IALISTII 1, - =IAL1T J) DA-r

3 1).-,.=IA[..ST-1NFALIST,E11 NELJAINFALTST
141 tIELAINFAtlI--T'-D*ELAIFA(OMF)/ 1. to pALIIST

E61 A

*VPFEPEIJV
V BEEP

El) fLA*-2, occ 2

* V C HECK ALO PS[[t]]V
v Z.-CHECKALOOPS

S El -.(Z--) If-v/ 0 1 =zpVARS
121 [lJA4-l 11CC 0
C33 M4-INFtiMAT E'UFl
(4) -*(Z.-0) IF 0=LOOPS M
(5) BEEP
(6) *THE FOLLLIUING VARIABLES ARE' INVOLVED IN ()NE OR MORE LOO0

PS:'I 
\LOAol173 (' ,VARS)El+((2xPLCOOPAVARS)pI )LPVRS

(8) 'PLEASE REDEFINE THE INFLUENCES,'
(9) Z-lI
C10) PAUSE

VINFAMATEO)V
V M4-INFAMAT EUFI;IALTST

El) M4-((pVARS)*'2)pO
C2) MC( pVARS) iN(p IALIS T) p -1 0 +VARS iI AL IST- T N'AL8TIS1 )1

NELJAINFALIS-T,E1J BUF13l-l
[3) M+- (2ppVARS) pM
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V I N SE RI A I NFIU L1 V
V INSERTAINF:;I;CONFLICTS;ASCR

121 -40 IF 0~x/PNEWAINFALIST
* 3) REDRAW

[I4) CONFLICTS-tOxlf-1
I:51 E'RW: KOM PUT EIN E 16 64f LT A OL'DA SCR-NE A INF AL IS I7 C I I
[ 6) 0LDASCRE L.INE]. MATCH H

[81 -'OK IF FE'YACON
C [91 C ONF L I CT Cr*() NFLI CTG I
£10) .-LOOPAENEI
111) OK:STOREADATA
C 121 REDRAW
[131 LOOPAEND:-4'RW TF(ltpNEWAINFtALIST):'I*-Is-i
C 1113 REPORTACO(NFLICTS
11 E1 NEWAINFALJST4- 0 2

VREDrRAu[ flv
V REDRAW

C 1: OLII'ASCR-102fp'
[2]: OLr[ASCRI: INFA E, VARA (Nfil+-INF'ACH, VARS

* V

V KOIIPUTELINE RE; T;A;5i3G,:i): V H

12) 1 A-I A

[33 LT._INE(E:,1 ()6~I -1 RCE 1;1 '-7 )4K3G1[xt21 II SGI:1. 1
24 ) C+T'-A£)+ I+ I G£ 1

C 6) CH4-CH.. Tp((SG21 ) t *
[7) -+0

£31 E RRO R: SACOM PI rEIINE*- 2+ 1 WLC
* 9) 'POSITIONAL ERROR'

110) 41

VFIXACON1O)V
V Z.4-FIXACON

C £2)1 TESTI: -*TEST2 l.-,iTUN4v'IR~M-lfTRAA-
[3) FIXACONI
14) TEST2: -oTEST3 IF.'-v/PLLJSSESf-ASCRE; 1 J='

£6) TEST3:-*TEST+I4 vi~+ACR;)oA3R;>
[7) FIXACON3

* [8) TEST4f:-*ENI:'1 Tf7-JT&ACR .] VSR:

£9) FIXACON4f
[-10) END': Zf-
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*VFIXACJNIIV
V FIXACONl;PPOS ;TPO3S

1*11 TP0St-LINEETURNS/A(:;C:RN1
I) I2 PPOS4-TPOS-EINFAINDEFINDAIND INFALISr£;l1 LAIr

NEUAINFALIST[I;l1

£3.1 VTURNSf-v/ILRNSAMATr114;]
1-['41 PPOS+-T1RNS/ (TU RNS\, P P09) -vV rut RNS\ ( 't C10 '. [VII RN3/A:;C PN I . t

[51 ]:i'FACH[ I'NF A I NDI(m Al- 10 TA PPS/ i POS I 1
* 61 CH£L1NEiPPOS/TPUS(-'+*

E71 I NFACH [I .gN(.,p fc;)/ :))K
c 8.1 CHELINE%(-PPOS)/TPfJSI'&o-

VLLAIOTAIfl137
V Z4-LISTl tALLA10TA LTST2

[I Z1 Z(v,'(L I ST1 , 1 S 1-2 -I'S T .

VF I X AC N 2£01 V

[I] CH CPL U S )EE/AS C R NI 4

* VFIXACON3££J]V
V FIXACON3

£11 CH£JOTS/ASCRNJ(-',

VFIXACON+££JV
V FTXACON4f

* 1:1 P LUJSS9E S4 t C H) C DI A T Nf] J 0TS/ AS C RN J .7 t
1213 CHP1-USSES/-HAIN1,J- -'

£31 INFACHE *I NFA I Nt 1* A1 1,A 10 OTA L. I NI:[ PLL) S BSS/A S~ CRN 1
[ 41 H (PU S S /C A[f (- '

V S TO RE A D: A T A 11Il1 V

£21 INFALENGTHi-INFALENGTH, PLINE
* 3) INFACH*-INFACH,CH

£43) INFALIST+-INFALIST, ll NEWANF6LISTEJ-I; I

* VREPORTACONFLICTE[IIV
V REPORTACONFLICTS

11 40 IF O=PCONFLICTS

* 3 £2) HEL FOLLOWING INFLUENEPflA CANNOT DE UPRUi1 .:J 30 fl4iVc

£4.) 'NOT BEEN INSERTED', VARIIABLES MUST BE MO]VED'~NL.U
[5) 'OTHER INFLUENCE S MUST 13E REMOVEri BEFOIRE rHIE'
£61 'INFLUENCES CAN BE ENTERED AGAIN.'
£7) l0(0DNEWAINFALISI.[.C)NFLICTS;1),
£8) PAUJSE
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V L' I (w, I I ~ N ,11YV I IV

V D IC 10 N A PY ; M AT; S T hA T S T C: llP ; D E CM AT ; D E C)M P; 0 C HA T ; OC COM P

Y'1 HEtirifRt 1 60 o60 t '(;Till"f VAFRTAPI-S 1)'C;ISTON VARIABLES
OUTCOMES'

1.31 SIMAT'4-- i4- 20 t (+i ST0MP 1. ) ;i CAIMP/VARS ) ,=,(fST(JIMP-

C VARSEA)/NAMES
E4.1 1 tF -CMAT+- 14i 20 t + P *]E t.'MI 1)DFIIE'-'MP/VARS ) ,(IiECC)MP4-

VARS-A ) NAMES

Vv) k!_ . N ,, rN iiM ES
0i ;3k .--' PUT, 1.5 64 tJW D R, 1 . 1. 1 31', MAT, DECMp T, 00'C'AT

f 7] P"AISE

V DI I A G RA M 01V
El [1] 1. DARAMW

S2]1 0 1024+ fHT 01-LDA'SfCR
1:3] j]LJA(-GEl* 0

V DISA[1IR;DfFRECB).Y
El.l (ETAI'IIRE-C IUR'
C21 T; -)1(1 '1 'J( 3 p1 T ) F CIRTCTRY
[3 V HUSE

V fiF I A D' 1 P & C I G P r I .f] I V

V 6 E r A ['1, PEC 0R Y; I N

C2 0 fW t-F1OSV 1) 'I N
c 3 1 1 N- 1. N I110 05-

£5] E TADI R: D IR E CTO0RY-I N

c 6) QWAi'-OSVR ''N'

7SAVEAD IALI
V SAVEAE'IAG

C Ell GETADIRECIORY
£2], SELECTAFILE
[3) PUTLPRODLEM

VS EL E C TFILEC£0]V
V SELECTAF ILE

Ell1 PROtBS: 'THE PROB4LEMS STORED ON THIS DIS5K ARE:
£2]1 (f 5 1 pt'5),(5 3 p* = '),DIRECTORY
£3) ENI FR THE NUMBER OF THE DES]: 1RED PROEILE-M,
E1] ~PROeS DFN/ 1 23 '4 5 PdPROE-(,f) Elt]
[5) E-NTER THE NAME OF THE PROEPLE1 SEVEN CJ-HARACTERS ONLY)
£ 6] PPOEQNAME-7t03

£8) CHGADIRECT
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VCHGAVrIRECr1TEliv
*V CHf3ADIIREC T;OUT

G1 QA-1 QSVO 'OUT'
£2) ERECTORY[ PROB; 12fPEN

C 3) Ot.A-F1 ClSVO 'OUT'
14] Q)T+-'OUT 11005 1=(I1IRECT)'
v1ii OUT*-LIRECTORY
C 61 flWA*-ISVR 'OUT'

V PUTA~PR C)PL EM Li]) N
*V PUTtAPROPLEM; OUT; NuM

1 11 PLK
1:23 START:flI4A*-1 GOSVO 'ouT'
C 31 our4-'our 1IiuM, ID(SYOOO
1:4) 41IONE IF PUTMAA
15) 'UARNINGi 1/O ERROR,'
E 63 'RETURN CODE =' , REYTMtC
£71 OPERATION ILL B4E RETRIED,'
[8] Q:WA-fSVR 'OUT'

1:10) DONE:Ot4A(-flSVR 'OUT,
v

* VPUTAr'ATAQ11V
V Z.#-PUTArATA1

£1) 14-1
C 23 OUTALOOP: -'STORE IF Qp ~~NL5
£3) iDATAANAMESEI;J, '&fpt V2156,J'
£43) ST'OREi' OUB-+' , D~i-t iI4AMilJI,:C I

* 153 40K IF.-/G=It REfAO', -lJ

C73 OK:-*OUTALOOP I(ttA~NM1)4fI
Ca £8)

7
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APPENDIX 1-2

The Workspace XFORM
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VS TA R TI I:] J V
V START

[I] -+INIT :F-REAENTER
12) REAENTER-O0
1-3) 4LOOP
['4] INIT : INITIALI[ZE
[ C5 FErcH'[A PROrBLE:M
[6] ) 1Q IF A/ 'QU IT '::;: L. t STrH FUJS
I.'':? IL 00P : GE I 0PTI ON
18) iMENUAE~XECrOPTI ON;]1
19) -+LOL1P IF.A/ 6 7 ;AOPT]:ON

V REA~STAR T1*: nV
V REt&START

C21 START
v

V INITIALIZE [ J JV
V I NIT I A-IZE

E2]1 AB AFCr1E F(3H I JI(K.L. H N 0P QR ST Uv'.J X Y
[3) A+- ABC EEFG HI JKI j1NO PQ RSTljvW xIY Z

['4] N~-0.34I56789'
[151 1MPAI]NFALI:ST- 0 .

[6) STATUS+- 'K'
[7) MAT4-INFAMAT TNFtAl-IST

v
MENU

OPTIONS:
1 = CONVERT DIAGRAM 'TO D'.EC15 TION NETWORK
2 = CONVERT DIAGRAM TO DECISI.ON TREE NETWORK
3 = DISPLAY VARIABLE DI:CTIONJARY
'4 = DISPLAY DIAGRAM
5 = DISPLAY DISK DIRECTORY
6 = EXIT AND STORE PROBLEM
7 = EXIT
PLEASE ENTER THE NUMBER OF THE DEST RED 0OPT ION AND E3F.~C T

MENU tE XE C
C ON VADLiN
CONVftD1N
DICTIONARY
DIAGRAM
El IS ft'I R
SAVEADEIAG
-*0
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V CON V ADN EU 1V
v CONVADN

11.:] EtI.K
£2] ADEI: AEIEAEEA I NEI
1.''3) t1 i 1IF A11 D A DIDIA ARi4
[41 BLK
15] 'THE D:IAGR.AM IS NOWL A DECISION I'4ETU.IRK
[6] WAIT 2

V A 1:' DLI ID A I' N 1-1 EIi V
VAriEAD'A IND

1l) + 0 1TF. I P I)'E CA L I: ST V * A R: A) .AR S
£2), 14-1
[3) DE:CALOOP : ENDALOL)P IF: (1 lI R(- k I R-KA ) /D'I R4-I RAP PED' iE:CAL IST

I)~~~~~ ~~~ )pL4 L.~)/L.A.LP D DECAL[STF I]
['4) IMPAINFAL:.E)Tr.IMPAINF.AL.i'3*T, El.:tI ( 'l)MP/l.-l,[) , F

0. 1)(+/COMP+--ALJ.. nI R) PE(7CALJOTEII
E5) ENrIALOOP : 41ECALOOP 1F ( b-14- pII E 7A L.I I'

V -AL.1,PREI [i

I I Z*-I(AP VARStNO.'DE53)/VA1RS

VA APE [)I V
A- 74-AP N: T

[1] t(74-0) I 0=0'N
£ 2)1 Z*-TvAP T*-TiP N)' :1 'thA T

V LiI A P RED £fl V
7 Z4-E'IRAPRED NODES

E] 1 Z4- (rIP V A RS kN 0 DE S) /.V (I iPS

V A IID A 1:'11:1 A A R 1. E 1'. 1 V
V Z4-AEIEADEIAARB

Ell I:IE:CAMAT#*-COMIP,' COMp'.VANSIZ.EA)/]NF7AMiAT 1NA j : sv :

IMP AIN FAL IST
E2) 3 EIECAVARSfCOMP./VARS..
[3) -4(Z+-O) IF l=+/COMP
[4) -+(Z*-O) IFA/,IEC6MAT
[5] EECAPAIR(-DECAVARSEI I +(pDfECAMAT)T IL+ , '..A) ~
[6] 'FOR A DECISION NETWORIK T HERE MUS.,T* BE' AN INFIEC
[7) 'BETWEEN DECISIONS ',PAlRE:t),' AND ',PAIRL2:I.
£8) ENTER: 'EN TE'R 1 FOR , PA IRE IAj ',PA IRE2J, OR .2 VYOR

PAIR~l1, 4-%,PAIRE2)V V*
[9) -ENTER IFA/ 1 '2 41IRECTION4-0
[10) IMPAINFALISI4-IMPAINFA.iS -)r, ci] EITRECTION PA:ilR
Ell] -*(Z-Q7+-) IF l=+/-,t'ECAMAT
£12] Z4-1

v
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VUAITCO)V

V WAIT X;I

E23 LOOP:4L)OP IF(6xX)..:I4-I+l

VCON V A ElN ED)V
V CONVAE'TN

cil BLK
r.,,) ADDEASEAIND
13) AEIEAEISAINE'
1-41 'THE DECISION NETWORK IS NOW A DLECIS ION T'PEE NET"WORK,
[5) WAIT 2

VAEiElA S iA IN E D)1V
V AEIEASAIN; I; DIR; ALI.;COMP;EIECAIsTr

[I] DECALIST4-(VARS.EA)/VARS

[3] EECALOOP: 4ENE'ALOOP IF ( PDlR'-DI RAPRELI [.'ECAL].ST1'l1.])=PALL4
ALLAPRED EIECALISTCI]

E'43 IMPAINFALIST-IMPAINFALIST,E1.]JQ(C(JMP/AlL),E-
O.13(+/COMP4-.-ALLErIR)PEECI-ISTE [

[5] ENDiALOO P: -DECALOO 00 ( P rEtL~T II

V ADVADSAND;I;DIR;ALL;C-OMP;STALIST
El STALIST4-(VARS.-A,N)/VARS

[3) STALOOP:4ENEIALOOP IF( priIR+- (111 RA) /111 R(-r.1 RPAIE D 3.7TA~LISTEII

£4) IMPAINFALIST4-IMPAlNFALIST, l:I0(CO0MPiALL), I
0,1)(+/COMP-NAIL.-EIIR)pSTALISTI]

£5) ENDALOOP:4STALOOP FSA.:).I*[i
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The Workspace PROBS
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7START1OJV
V START

E ll 4INIT rF-~REAENTER
I,-)] REAENTER4-0
1:3 -+LOOP
[ 4) INIT:INITIALIZE
C5) FETCHAPRO'LEM
£6) 40 IFA/'QUIT>' =4 tSTA1JS.
£7) 4LOOP IF ESCAPE
£8) -*LOOP IFA/ OLD'= =3tS T')I US
[93 NELJMNIT
[ 10) LOOP:GETAOPTION
111) iMENUjAEXECEOPrION; 1
[12)3 4LOOP IFA! 6 7 60PrTION

VINITIALIZEEO)V
V INITIALIZE

£2)I CONACTR4-VARAPOINTER-1
£3) A.- AEDCIEFGHI JKL :IN'iP R5;*.II.X ',.

C 4) A4- AE4CDEFGHIJKLMNOP(URS T'JVLJXW'K ,Z

C VNEWAINITEO)V
V NEWtiINIT

£1) E'UILLIALIST
1 2)1 NAMEALIST4--NAMES£.VPIR 'dLICIIAL.ISr; .I
[3) VARAPTR4-O

VEUILDAtLISTEO)V
V BUILDALIST; COMP; MASKErIAMAT

£1) ELICITALIST*-i0
£2) MATRIX4-INFAMAT IMPAINFALIST
£33 LOOP: MASK EDAMA r4-MAT R I XAN( 2ppVARS) p- 3FITAL (S r
('43 LISTABUF+-( (-VARS.iELICI TALI ST) 0=v /MASK EAMT),d JAWR
£5) L I ST aEBU F -O4(+ (C 0MP)I. /I ST A DIJ F) , ( C() MP o.3 J.: IS UL TB!
£6) ELI C I TALIST4-EL C I TAI-STL TSTMtUF
[7) -4LOOP IF(pELICIrALI3)T)4pVAM"S
[ 8) MATRIX4-MATRIX[PERM.-V^HR9.,kLI'MrAl-T'ST:I
£9) MATRIX.-MATRIXE;PERMJ

v
MENU

OPTIONS:
2 =ELICIT ULTIMATE VALUE COEEFFIC TENTS
2 =EDIT PROB4ABILITIES
3 =DISPLAY VARIAB~LE riO110(NARY
4 DISPLAY DIAGRAM
5 =DISPLAY DISK DIRECTORY
6 =EXIT AND STORE PROB4LEM
7= EXIT
PLEASE ENTER THE NUMB4ER OF THE D'ES IRED OPIJON ANDi PRES% E Li-1.111
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V SA ART17 I I V
7 START

rI I I NIT IF.-REALYNTER
[21 REAENTEP'-0
131 toLOOP
C43~ INIT: INITILALIZE

JS FETCHAPROBLEM
1.6) .0 IF\/'QUIT'=4STATUS

LI' 4LOOFP IF CESCAFPE
c[, 3 I .#LOOP lFA/' OLD ' =3tSTATUS

r 1-91 NEWt6NIT
[10.] LOOP:GETAOPTION
1'. 111 i ME:.N LuA EE CEO C1P I' 0ON;I
I 121 -LOOP IF.N/ 6 -7 $O0PrION

f VINITIALIZEUMlV
CV INITIALIZE

[1] 0110+-1
112) CQNtACTR*-VARAPOINTER-i

C 131 Ai- A'IFCDiEf-GHIJKLMNOIC41RSrtUVWXYZ"
141. A- ABCDiEF(LU-11.JKLMNOFPQRS T'UVLXY-Z
ES) F4- Qd1 3 5t) 39'

V NEWA~I NITIfl IV
V NEWMINIT

F-11i DUJI L I) AL]I SsT
I.2 NAME AL]IST *NAMES .VAPS CFIJC I TAt., I ST; I

13) vAP~PrR(-o
C v

VBF IILDI I ST 10J]V
V ThuILDEILIST;COMP.:MASKEt'AMAT

C. i1 ELI C IT AL.I ST 4- ')
121 MATR.I*-INFAMAT IMPAINFtALIST
13) LOOP: MASK EDAMA ri-rATRI X.O( 2p pVARS) 1:)VARS- EL I C I *LI ST
[L4i LISTA4UF-(-VR EL(ILST A 0 InASK 1 MA
15) L I S T A !U F'#- C 0 M t'P )/.1 S T A DUJF , CO MPf-1,I'S TAB4UIF.A, N) /LI '3)TA3 DtU
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ELICITALIST ) EA
[18) CALCACOMP

57



VCAL CA CO MP [ 1V
V CAThCACOMP

121. RCAC'JMF - , CAC OM1P,( NUM APRE IS, p'FL.3(J IAL. IST )PM(TR IX I'; V(RA P TR J^
ELICITALISTEA)A.QMATRIXC2;CONAPIRJI

r.22) RCACOMPU((pE I CI rAL IST) I )#-. X( *+&piUMAP REDS) ,[C
0.5) CONAPTRJ'-1

C-3) CA COMP- ( pCAU.)MP ) oRN',AC M P

VDDL A IN IT 2E I V
v riEAiNi r

11.1 [ILK
122] 40 IF 2=TYPES2VAR.AI:TR-1
123) 'PLEASE ENTER THE POS3J.EBLE VALUES FOR VARTAE'LE:
C12) EL IC ITAL IGTEVARA P T RI, NMES LVARS E~IC ITAL. . I *'.,4APrR 1; 1, IN

ONE LINE:'
CSZI NEW:NEWAVALS-U
126] 'ARE THESE VA-LIES3 COlRRECT? (Y OR N)'
127!] -NEW IF Y' 11121
128) MARAVALS'-MtARA VJIhS, NE WA V.,AL.S
129) MARALGN+MARAL.GN, N-WV-:)

I3ETACONT
GE TADEDE

VG0ETA I I 1 [1] V
V Z+-GETADIE

121) LOOPAINIT
122] PUTADD[ASCR
123] Z+-(SETADIASCR

V LOUP AIN IT [:0]V
V LOOPAINIT;ELV;TNt'S

121] -CALC IF NUMAPREDiSO
122,] ELICITAVALS4-x0
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APPENDIX 1-4

The Workspace SOLVE
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