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## 1. SUMMARY

Influence diagrams were originally conceived as a way of visually representing dependencies among random variables. It was recognized that they provide an effective means of communicating probabilistic information in complex, uncertain situations. They were soon generalized, to include decision as well as chance variables. An earlier SRI report described influence diagrams and showed that they are a more fundamental way of capturing uncertain decision situations than the commonly used decision tree methods. This recognition held the promise that they might provide a basis for more efficient modeling and solution of decision problems.

This report reviews the fundamentals of influence diagrams (adapted from Miller et al.). It illustrates, with an example of toxic chemical testing, how an analyst might use an automated influence diagram system. The first such system was implemented on the IBM 5110 mini-computer. This work allowed the development of computational algorithms in the APL language. Small decision problems are within the capabilities of this system. This development establishes the feasibility of implementing a comprehensive influence diagram system on a larger machine. Such a system could greatly assist decisionmakers and decision analysts. The final sections of this report explore questions that arose out of our work.

[^0]
### 2.1 Influence Diagrams

An influence diagram is a way of describing the dependencies among state variables and decision variables. An influence diagram can be used to visualize the probabilistic dependencies in a decision analysis, to specify the states of information for which independencies can be assumed to exist, and to describe what state and decision information is available to the decisionmaker at each decision point.

Figure 2.1-1 shows how influence diagrams represent the dependencies among state variables and decision variables. A state variable is represented by a circle containing its name or number. An arrow pointing from chance variable $A$ to chance variable $B$ means that the outcome of A can influence the probabilities associated with B. An arrow pointing to a decision node from either another decision or state variable means that the decision is made with the knowledge of the outcome of the other decision or state variable. A connected set of squares and circles is called an influence diagram because it shows how state variables and decision variables are logically related.

The influence diagram in Figure 2.1-2(a) states that the probability distribution assigned to $x$ may depend on the value of $y$, while the influence diagram in Figure 2.1-2(b) asserts that $x$ and $y$ are probabilistically independent for the state of information with which the diagram was drawn. Note that the diagram of Figure 2.1-2(a) really makes no assertion about the probabilistic relationship of $x$ and $y$ since, as we know, any joint probability $\{x, y \mid S\}$ can be represented in the form $\{x, y \mid S\}=\{x \mid y, S\}\{x \mid S\}$. However, since $\{x, y \mid S\}=\{y \mid x, S\}\{x \mid S\}$, the influence diagram of Figure 2.1-2(a) can be redrawn as shown in Figure 2.1-2(c); both are completely general representations requiring no independence assertions. While the direction of the arrow does not limit the form of the joint distribution for this simple example, it is used in more complicated problems to specify the states of information upon which independence assertions are made.

Similarly, with the three variables $x, y, z$, there are six possible influence diagrams of complete generality, one corresponding to each of the possible expansions. They are shown in Figure 2.1-3. While all of these representations are logically equivalent, they again differ in their suitability for probability assessment purposes. In large decision problems, the influence diagrams can display the needed assessments in a very useful way.


THE PROBABILITES ASSOCIATED WITH CHANCE VARIABLE B DEPEND ON THE OUTCOME OF CHANCE VARIABLE A


THE PROBABILITY OF CHANCE VARIABLE D DEPENDS ON DECISION C


THE DECISION MAKER KNOWS THE OUTCOME OF Chance variable e when decision fis made


THE DECISION MAKER KNOWS DECISION G WHEN DECISION H IS MADE

FIGURE 2.1.1 DEFINITIONS USED IN INFLUENCE DIAGRAMS

(b) AN EVEN SIMPLER INFLUENCE DIAGRAM

(c) an alternate representation

FIGURE 21.2 TWO NODE INFLUENCE DIAGRAMS


FIGURE 21.3 ALTERNATE INFLUENCE DIAGRAMS FOR $x, y, z$ S

### 2.2 Formal Definition of an Influence Diagram

An influence diagram is a directed graph having no loops. It contains two types of nodes:

- Decision nodes represented by boxes ( $\square$ )
- Chance nodes represented by circles ( $\bigcirc$ )

Arrows between node pairs indicate influences of two types:

- Informational influences are represented by arrows leading into a decision node. These show exactly which variables will be known by the decisionmaker at the time that the decision is made.
- Conditioning influences are represented by arrows leading into a chance node. These show the variables on which the probability assignment to the chance node variable will be conditioned.

The informational influences on a decision node represent a basic cause-effect ordering; whereas the conditional influences into a chance node represent, as we have seen, a somewhat arbitrary order of probabilistic conditioning, which may not correspond to any cause-effect notion and may be changed by application of the laws of probability (e.g. Bayes' Rule).

Figure 2.2-1 is an example of an influence diagram. Chance node variables $a, b, c, e, f, g, h, i, j, k, l, m$, and 0 all indicate chance variables whose probabilities must be assigned, given their respective conditioning influences. Decision node variables $d$ and $n$ represent decision variables that must be set as a function of their respective informational influences. For example, the probability assignment to variable i is conditioned upon variables $f, g$, and $i$, and only these variables. In inferential notation, this assignment is $\{i \mid f, g, 1, E\}$, where E represents a special $S$, the initial state of information upon which the construction of the entire diagram is based. As another example, the decision variable $d$ is set with knowledge of variables a and $c$, and only these variables. Thus, $d$ is a function of a and $c$.

One of the most inportant, but most subtle, aspects of an influence diagram is the set of tpossible additional influences that are not shown on the diagram. An influence diagram asserts that these missing influences do not exist.

In order to illustrate this characteristic of influence diagrams more clearly, we must make a few more definitions.
1


[^1]- A path from one node to another node is a set of influence arrows, connected head to tail, that forms a directed line from one node to another.
With respect to any given node wo make the following definitions:
- The predecessor set of a node is the set of all nodes having a path leading to the given node.
- The direct predecessor set of a node is the set of nodes having an influence arrow leading directly to the given node.
- The indirect predecessor set of a node is the set formed by removing from its predecessor set all elements of its direct predecessor set.
- The successor set of a node is the set of all nodes having a path leading from the given node.
- The direct successor set of a node is the set of nodes having an influence arrow leading directly from the given node.
- The indirect successor set of a node is the set formed by removing from its successor set all elements of its direct successors.

We refer to members of these sets as predecessors, direct predecessors, indirect predessors, successors, direct successors, and indirect successors. Figure 2.2-2 shows the composition of each of these sets in relation to node $g$.

### 2.3 Relationship of Influence Diagrams to Decision Trees

Some influence diagrams do not have corresponding decision trees. As in a decision tree, all probability assignments in an influence diagram -- including the assignment limitations represented by the structure -- must be based on a base state of information, E. Unlike a decision tree, the nodes in an influence diagram do not have to be totally ordered, nor do they have to depend directly on all predecessors. The freedom from total ordering allows convenient probabilistic assessment and computation. The freedom from dependence on all predecessors allows decisions to be based on informational event sets that are incompatible with a "single decisionmaker" point of view. If a single decisionmaker is assumed not to forget information, then the direct predecessor set of one decision must be a subset of the direct predecessor set of any subsequent decision. In the influence diagram of


Figure 2.2-2, decisions $d$ and $n$ have mutually exclusive direct predecessor sets, ( $a, c$ ) and (m). This situation could not be represented with a decision tree.

If the informational arrows shown as dashed lines in Figure 2.3-1 are added to Figure 2.2-2, then the influence diagram can be represented by a decision tree. Many different valid decision trees can be constructed from this new influence diagram. The only conditions are that they must (1) preserve the ordering of the influence diagram and (2) not allow a chance node to be a predecessor of a decision node for which it is not a direct predecessor. For example, the chance node $m$ must not appear ahead of decision node $d$ in a decision tree, because this would imply that the decision rule for $d$ could depend on $m$, which is not the case.

The situation becomes more complex when we add a node such as $p$ in Figure 2.3-2. If we were to construct a decision tree beginning with chance node $p$, it would imply that the decision rules at nodes $d$ and $n$ could depend on $p$, which is not the actual case. Node $p$ represents a variable that is used in the probability assignment model but is not observable by the decisionmaker at the time he makes his decisions. In this situation, we would normally use the laws of probability (e.g. Bayes' Rule) to eliminate the conditioning of $c$ on $p$. This process would lead to a new influence diagram reflecting a change in the sequence of conditioning. This would result in the inclusion of additional influences.

In Figure 2.3-3, the dashed arrow represents an influence that has been "turned around" by Bayes' Rule. The resulting diagram can be developed into a decision tree without further processing of probabilities. Also note that the change in the influence diagram required only information already specified by the original influence diagram (Figure 2.3-2) and its associated numerical probability assignments. Thus, it can be carried out by a routine procedure.

The foregoing considerations motivate two new definitions:

- A decision neturork is an influence diagram:
(1) that implies a total ordering among decision nodes,
(2) where each decision node and its direct predecessors directly influence all successor decision nodes.



- A decision tree network is a decision network:
(3) where all predecessors of each decision node are direct predecessors.

Requirement (1) is the "single decisionmaker" condition and requirement (2) is the "no forgetting" condition. These two conditions guarantee that a decision tree can be constructed, possibly after some probabilistic processing. Requirement (3) assures that no probabilistic processing is needed, so that a decision tree can be constructed in direct correspondence with the influence diagram.

As an example, consider the standard inferential decision problem represented by the decision network of Figure 2.3-4(a). As we discussed earlier, this influence diagram cannot be used to generate a decision tree directly, because the decision node $c$ has a non-direct predecessor that represents an unobservable chance variable. To convert this decision network to a suitable decision tree network, we simply reverse the arrow from a to $b$, which is permissible because they have only common predecessors, namely none." We thus achieve the decision tree network of Figure 2.3-4(b), and with redrawing, we arrive at Figure 2.3-4(c).

Specifying the limitations on possible conditioning by drawing the influence diagram may be the most significant step in probability assignment. The remaining task is to specify the numerical probability of each chance node variable conditioned on its direct predecessor variable.

[^2]

FIGURE 2.3-4 THE PROCESS OF CONVERTING A DECISION NETWORK TO A DECISION TREE NETWORK

## 3. THE INFLUENCE DIAGRAM AID

An automated decision aid based on the concept of influence diagrams has been implemented on the IBM 5110. This aid consists of programs to assist 4 major phases of the analysis of a decision problem. These phases are (1) influence diagram construction and problem definition, (2) transformation of the influence diagram to a decision tree network, (3) probability and value elicitation, and, finally, (4) tree generation and policy evaluation. The following sections describe the purpose, major capabilities, and limitations 0 : this experimental aid. Section 4 gives a detalled description of the use of this aid.

### 3.1 Purpose of the Influence Diagram Aid

The influence diagram aid was developed to assist the analysis of decision problems. The fundamental structure used to coordinate all phases of the analysis is the influence diagram. The aid can be used to streamline all phases of analysis.

Initially, the aid allows the user to interactively develop the graphical representation of the decision problem structure on the screen of the IBM 5110. This phase includes questions designed to increase problem complexity in levels. All important areas of the decision problem are developed uniformly.

The aid will take the problem structure that is implicit in the influence diagram and interactively construct a decision tree network. The aid attempts to streamline the elicitation process by coordinating the original influence diagram and the decision tree network constructed from it. When independence has been implied, the program will check that this was indeed intended during elicitation. The purpose of this check is to minimize the information that needs to be supplied to analyze the decision problem. This allows the user to catch any structural errors zontained in the original influence diagram. Once the influence diagram has been elicited and the probability distributions assessed, the aid constructs and analyzes the decision tree associated with this problem. This finally results in an expected value, a lottery, and an optimal state contingent policy for the decision problem.

### 3.2 Major Capabilities

The major capabilities of the aid are:

- Guided assistance in analysis of a decision problem.
- Interactive elicitation and modification of an influence diagram.
- Analysis of an influence diagram and guidance on the structure needed to create a decision tree network.
- Elicitation of decision alternatives and probability distributions necessary to solve the decision problem.
- Construction, rollback, and policy evaluation based on the information collected.
- Value of information computations.
- Library facilities that allow the user to save the problem (or versions of it) at any phase of the analysis.


### 3.3 Limitations

The limitations of the decision aid, as currently implemented are:

- Linear additive value functions.
- Utility functions unavailable.
- Access to APL models of outcomes not available.
- Normal approximation to continuous probability distributions.
- A total of approximately $7-10$ state variables, decisions, and outcomes in any particular problem.

Some of these limitations could be easily overcome in a future design. Others are dependent upon the physical capabilities of the IBM 5110 and could be remedied by implementation of a different system.

## 4. USING THE INFLUENCE DIAGRAM PROGRAMS

The influence diagram programs are a set of four APL workspaces (WS). These are stored on a diskette that has been specially prepared with space for five problems. All of the workspaces are designed around using this file format. There is a common directory that allows access to all problems. The major phases of problem analysis are performed by:

1. WS DIAGRAY - interactive elicitation of influence diagram.
2. WS XFORM - analyze the influence diagram and detail the steps necessary to create a decision tree network.
3. WS PROBS
4. WS SOLVE - determine the expected value, value lottery, and state contingent policy for this problem.

The reader is referred to the IBM 5110 System Library for details on machine installation, maintenance, serial $1 / 0$ interface operation, etc. The current aid is designed to be used on a 5110 with at least one disk drive.

### 4.1 Preparing a Diskette

The influence diagram aid is a portable system. Copies of the aid can be made for distribution to others. The steps involved are simple:

1. Initialize the diskette -- see the IBM 5110 customer support functions reference manual for a description of the diskette initialization function.
2. Place the MASTER tape cartridge in the tape reader.
3. Execute the APL system command

$$
\text { )PROC } 1001 \quad \text { PREPARE }
$$

4. Execute the APL system command
) LOAD 11001 DIAGRAM
Step 3 performs the diskette preparation. Step 4 places you at the beginning of the analysis and solution process.

### 4.2 The VS DIAGRAM

The purpose of the WS DIAGRAM is to interactively build an influence diagram. The user is questioned about the structure of the problem. This portion of the aid is designed to have the user think back from values to current decisions. The information provided is used to guide the user into thinking about the problem in uniform layers of complexity.

### 4.2.1 Conventions

The screen of the 5110 is a restrictive graphical medium. In order to maximize the use of the screen, we have introduced some conventions. All problem variables are represented by a single symbol. We make a distinction between state variables (chance variables that do not enter directly into the value function) and outcome variables (chance variables that do directly enter into the value function). The symbols available are:
Outcome variables - the digits 0 through 9
State variables - the alphabet $A$ through $Z$
Decision variables - the underlined alphabet $A$ through $Z$

The names associated with the symbol are limited to 18 characters. Variables are connected by directed arrows ( $\rightarrow$ etc.). When arrows cross but do not connect, the crossing point is denoted by a "jot" (0). If arrows cross and connect, the junction is denoted by a "plus" (+). See Figure 4.2.1-1 (a) and (b) for examples of these conventions. When describing influences, variable symbols are separated by either $\rightarrow$ or $\leftarrow$, which denotes the direction of the influence. Hence, $A \rightarrow B$ is read as " $A$ influences $B$."

(a) Arrows crossing but not connecting.

(b) Arrows crossing and connecting.

Figure 4.2.1-1(a). Graphic Conventions for Connecting Variables

### 4.2.2 Retrieving Old Problems/Starting New Ones

The aid, upon loading any of the four workspaces, will automatically start execution. The user is presented with the following:

OPTIONS
1 = START A NEW PROBLEM EROM SCRATCH
2 = RETRIEVE AN OLD PROBLEM EROM DISK AND CONTINUE
PLEASE ENTER THE NUMBER OF THE DESIRED OPTION AND PRESS EXECUTE
Entering a "1" starts a fresh problem, which may be saved at the end of the session. Entering a "2" will cause the problem directory to be shown and a problem that is partially solved may be retrieved, for example --

THE PROBLEMS CURRFNTLY STORED ARE:

1. ARPA
2. TEST
3. ONR
4. SHALE
5. UNUSED

PLEASE ENTER THE NUMBER OF THE PROBLEM DESIRFD.

Entering a " 1 " will retrieve the problem that previously has been called ARPA. This problem saving/retrieval is common to the four workspaces that make up the aid.

### 4.2.3 Available Options

The following set of options is presented upon entry to the WS DI AGRAM.

OPTIONS
1 = CONTINUE STRUCTURE ELICITATION
$2=$ MAKE CORRECTIONS TO EXISTING DIAGRAM
3 = DISPLAY VARIABLE DICTIONARY
4 = DISPLAY DIAGRAM
5 = DISPLAY DISK DIRECTORY
6 = EXIT AND STORE PROBLEM
$7=E X I T$
PLEASE ENTER THE NUMBER OF THE DESIRED OPTION AND PRESS EXFCUTE
This is presented after starting/retrieving a problem and at the completion of any option. Option 1 is a process whereby the user is questioned about the next variables to be entered into the problem. The user places the symbol on the screen, names the symbol, and describes the influences. The user is first asked about outcome variables (variables that directly enter into the value function). This is followed by the variables that influence these outcomes, etc. During this process, any of the following errors may be produced:

ERROR: INVALID INFLUENCE SYMBOL. EDIT LINE AND PRESS EXECUTE:
ERROR: UNDEFINED VARIABLE. EDIT LINF AND PRESS EXECUTE:
ERROR: INVALID DELIMITER. EDIT LINE AND PRESS EXECUTE:
ERROR: UNDEFINED VARIABLE. EDIT LINE AND PRESS EXECUTE:
ERROR: INVALID INFLUENCE. EDIT LINE AND PRESS EXECUTE:
These are straightforward, except for invalid influence, which may occur in response to two situations. First, a loop may be created, in which case you are notified and forced to repeat the process. Second, given the limitations of the characters used for drawing influences, the physical layout of the 5110 screen may not allow the influences to be drawn. In either case, you must edit the description and/or the screen and re-specify the influences.

The description of influences is done symbolically. The ' $\rightarrow$ ' is used to designate influence. Hence, in this language, $A \rightarrow B$ is read as "A influences $B$ ". Multiple statements may be placed on a single line, separating them by semi-colons, eg. $A \rightarrow B ; A \rightarrow C ; B \rightarrow C$.

Option 2 allows you to interact with the screen of the 5110 and modify the diagram that has been drawn. The correction options are:

1 = REMOVE A PROBLEM VARIABLE (4ND ITS INFLUENCES)
$2=$ REMOVE A SPECIFIC INFLUFNCE
3 = MOVE THE SCREEN POSITION OF A VARIABLE
$4=A D D$ NEW INELUENCES
$5=A D D$ PREVIOUSLY FORGOTTEN VARIABLES
Option 3 displays a table that has three columns, which lists the symbols and names used as state variables, decision variables, and outcome variables. A sample of this output is given by:

STATE VARIABLES
$R=R E D$ RESPONSE

DECISION VARIABLES
$A=$ TASK FORCE ACT $\quad 1=$ WAR RISK
$2=$ MATERIALS
$3=$ NEUTRALIZATION

Option 4 displays the influence diagram, which might look like:


Options 5, 6, and 7 are used to control the problems that are added to the set already saved on the current diskette.

### 4.3 The $W S X F O R M$

The $W S X F O R^{M}$ is used to analyze a previously developed influence diagram. This results in a list of conditions that are sufficient to convert the current diagram into a decision tree network. These conditions are presented so that the user may add them to the current diagram or explicitly reject the analysis of the problem as a decision tree.

If probabilities have been previously elicited, the functions will perform the necessary probabilistic manipulations wherever possible (e.g. Bayes' Rule when reversing the direction of an influence). Probabilities will be elicited once again, with consistency checking when no other action is available. The conventions used are the same as the previous WS's.

### 4.3.1 Available Options

The following set of options are presented upon entry to the WS XFORM .

OPTIONS:
1 = CONVERT DIAGRAY TO DECISION TREE NETWORK
2 = PRINT DIAGRAY ON SIO DEV ICE
3 = DISPLAY VARIABLE DICTIONARY
4 = DISPLAY DI AGRAM
5 = DISPLAY DISK DIRECTORY
$6=$ EXIT AND STORE PROBLEM
$7=E X I T$
PLEASE ENTER THE NUMBER OF THE DESIRED OPTION AND PRESS EXECUTE
Option 1 displays the list of conditions that must be met in order to have the influence diagram become a decision tree network. The system allows the user to specify if all these changes are to be made. If not, an option is presented that allows the user to manipulate the diagram and show the changes needed.

Option 2 allows a hard copy output of the influence diagram when the IBM 511's is configured without a printer (assuming the SIO option). The remaining options are the same as those of WS DIAGRAM, Section 4.2.3.

### 4.4 The WS PROBS

The WS PROBS is used to elicit the minimum number of probability elicitations based on the influence diagram. Discrete and continuous distributions are allowed. The "normal" approximation is used when obtaining continuous distributions. The conventions used are the same as previous WS's.

### 4.4.1 Available Options

The following set of options are presented upon entry to the WS PROBS:

OPTIONS:
1 = CONTINUE PROBABILITY ELICITATION
2 = EDIT PROBABILITIES
3 = DISPLAY VARIABLE DICTIONARY
$4=$ DISPLAY DIAGRAM
5 = DISPLAY DISK DIRECTORY
$6=E X I T$ AND STORE PROBLEM
$7=E X I T$
PLEASE ENTER THE NUMBER OF TYF DESIRED OPTION AND PRESS FXESUTE

Option 1 uses the influence diagram to present a series of questions that elicit the distribution needed from the user. In the case of discrete distributions, the user must provide the levels and probabilities of each level, based on appropriate conditioning. In the case of a continuous distribution, the simple normal approximation is used. Probabilities of $.25, .5$ and .25 are associated with the 10,50 and 90 fractiles. The first two moments of this distribution are used to specify the approximate normal distribution. An example of such an elicitation is:

## PROBABILITY ELICITATION EOR VARIABLE 2 = MATERIALS

 CONDITIONAL ON VARIABLES VALUE```
A = TASK FORCE ACT
AIR
R=RED RESPONSE ATTACK
```

PLEASE ENTER THE '2' VALUES CORRESPONDING TO THE 10. 50, AND 90\% POINTS FOR THE CLMULATIVE '2' DISTRIBUTION (OR TO GET THE MENU. ENTER: MENU). 10\% (OR MENU): 3750 50\%: 12250 90\%

ARE THE ABOVE VALUES CORRECT? ( $Y$ OR N):
Option 2 allows the user to change some of the values previously input. These changes are incorporated and the appropriate conditioned inputs queried. These data are used to update the joint distribution fundamental to the solution of the problem. The remaining options are the same as those of WS DIAGRAM, section 4.2.3.

### 4.5 The ws sotve

This WS takes the data gathered previously and elicits a value function. Currently, value functions are restricted to linear combinations of outcome variables. Once elicited, the value lottery is computed and printed along with a state dependent optimal policy and expected value.

## 5. TOXIC CHEMICAL TESTING EXAMPLE

To illustrate the power of influence diagrams to solve complex problems of decisionmaking and information acquisition, we shall apply this method to a problem of toxic chemical testing. Let us suppose that a chemical having some benefits also is suspected of possible carcinogenicity. We wish to determine whether to ban, restrict, or permit its use, and also whether to undertake any information gathering regarding cancer-producing activity of the chemical or its degree of exposure to humans.

The primary decision problem can be formulated by drawing the influence diagram of Figure 5-1. This figure tells us that the economic value of the product and the cancer cost attributed to it both depend on the decision regarding usage of the chemical. The (probability assignment on) econoric value given the usage decision is independent of the human exposure, carcinogenic activity, and the cancer cost. However, the cancer cost is dependent upon the usage decision, as well as both the carcinogenic activity and human exposure levels of the chemical. The net value of the chemical, given the economic value and the cancer cost, is independent of the other variables. Also, human exposure and carcinogenic activity are independent.

These relationships are not necessarily obvious ones; they depend on knowledge of the problem at hand. For example, the economic value of a particular chemical might depend on its chemical activity, which in turn might be closely related to its carcinogenic activity. In such a case, an arrow might have to be added from carcinogenic activity to economic value.

The next step would be to obtain probability and value assessments corresponding to the influence diagram. For example, an automated influence diagram system might ask for a list of usage decision alternatives. In this case, they are BAN, RESTRICT, or PERMIT. Next, it might ask for the economic value given each of these alternatives. In this case, the permit alternative is considered to have a reference value of zero, the restrict alternative a substitute process cost of $\$ 1$ million, and the ban alternative a substitute process cost of $\$ 5$ million.

The next question might be to assess possible outcomes for human exposure and carcinogenic activity, along with their corresponding (unconditional) probabilities. The probability trees of Figure 5-2 illustrate these assignments. Next, we might be asked for the cancer
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FIGURE 5.1-1 INFLUENCE DIAGRAM MODIFICATION TO DETERMINE THE VALUE WITH PERFECT INFORMATION ON CARCINOGENIC ACTIVITY
cost, given human exposure and carcinogenic activity levels, as well as the disposition decision. This cost is deterministic and is given in Table 5-1. Finally, the net value is stated to be simply the sum of the economic value and cancer cost.

All of this information would come out of detailed modeling and expert judgment regarding the decision situation. Once it has been captured with the influence diagram, analysis can proceed. In this case, an automated influence diagram procedure could generate the appropriate decision tree, display it if desired by the user, and determine that the best decision is to restrict usage. The expected value given this decision is a cost of $\$ 2.2$ million. In this example, we will consider only the expected value or risk neutral case, although the case of risk aversion can be treated with little difficulty.

Table 5-1
CANCER INCIDENCE
(Valued at $\$ 100,000$ each)
Human Exposure
PERMIT Alternative RESTRICT Alternative BAN Alternative

## Carcinogenic

Activity
Low Med High Low Med High Low Med High

| Inactive | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | ---: | :---: | :---: | ---: | :---: | :---: | :---: | :--- | :--- |
| Moderate | 5 | 50 | 500 | 0.5 | 5 | 50 | 0 | 0 | 0 |
| Very active | 100 | 1,000 | 10,000 | 10 | 100 | 1,000 | 0 | 0 | 0 |

### 5.1 The Value of Perfect Information

Before investigating actual information-gathering alternatives, the usual decision analysis practice is to determine the value of perfect information (clairvoyance) on the uncertain variables. The value of clairvoyance furnishes an upper limit on the value of real information gathering.

With an automatic influence diagram procedure, these calculations are trivial. For example, to calculate the value with perfect information on carcinogenic activity, we need only add the influence arrow indicated in
dotted lines on Figure 5.1-1. This modification states that the decisionmaker knows the degree of carcinogenic activity when he makes the usage decision. The result is an expected cost of $\$ 1.1$ million and a decision rule to permit if inactive, restrict if moderate, and ban if very active. This means that the expected value of perfect information is the original $\$ 2.2$ million minus the $\$ 1.1$ million expected cost, which is $\$ 1.1$ million. Figure 5.1-2 shows a complete display of the decision tree for this case, which could be automatically generated upon request of the user.

### 5.2 The Value of Imperfect Information

In order to place a value on imperfect information, we must model the information source. To be useful, the informational report must depend probabilistically on one or more of the uncertain variables in the problem. In order to incorporate this dependence, we augment the influence diagram with a model of the information-gathering activity.

In the example at hand, it might be possible to carry out a laboratory test of the carcinogenic activity of the chemical. In this case, we begin by adding a chance node to represent the report from the activity test. In Figure 5.2-1 we have added an activity test node; we have drawn an arrow to it from the carcinogenic activity node (showing that the test result depends on the actual carcinogenic activity of the chemical), and we have drawn an arrow from the activity test to the usage decision (showing that the decisionmaker will know the test result when he makes the usage decision). We must also check the logic of each probabilistic statement represented in the diagram, because additional knowledge, in principle, could change the probabilistic dependence elsewhere in the diagram.

An automated system would now ask us to define the test results. We would reply that there are three test results, called "INACIIVE," "MODERATELY ACTIVE," and "VERY ACTIVE," corresponding to the possibilities for the actual activity. However, unlike perfect information, these test result indications may be wrong. The system would now ask us to supply the probabilities of these test results for each state of carcinogenic activity (the likelihood function). Figure 5.2-2 shows a possible display with the assigned probabilities.

All of the information needed to determine the value of the carcinogenic activity test has now been supplied. However, the influence diagram of Figure 5.2-1 is what we term a decision network, rather than a decision tree network, so it must be manipulated into decision tree network form before a decision tree can be generated and evaluated. The problem is that the carcinogenic activity node precedes the usage decision node, but activity is unknown to the decisionmaker when he makes the usage decision. A decision tree beginning with resolution of carcinogenic
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FIGURE 5.2-2 ACTIVITY TEST PROBABILITY ASSIGNMENTS
activity would incorrectly give this information to the decisionmaker. The problem is resolved by turning around the influence arrow between carcinogenic activity and the activity test. This manipulation requires the application of Bayes' rule to determine from the original probability assignments a new set conditional in the opposite order. Carrying out this manipulation would be straightforward for an automated system and will result in the desired decision tree network. In fact, a sophisticated system could determine that this manipulation was required and carry it out without being asked by the user.

Evaluation of this network yields an expected cost, given the activity test option, of $\$ 1.96$ million. Subtracting this cost from the original cost of $\$ 2.20$ million yields an expected value of $\$ 0.24$ million from a free activity test. This is the upper limit on the price the decisionmaker should pay for the actual test.

A test of the degree of human exposure also could be treated by a similar modification of the influence diagram. Fi.ally, the value of testing both carcinogenic activity and human exposure could be determined by making both modifications as illustrated in Figure 5.2-3.

We have shown in this example how influence diagrams can be used to model the primary decision problem, to determine the value of perfect information on the uncertain variables, and, finally, to determine the value of actual, but imperfect, information. The latter calculation usually requires the application of Bayes' law. Decision tree methods require the user to apply Bayes' law and supply the answers, or at least the formula, for the appropriate probabilities on the decision tree. Because the influence diagram captures the logic of the problem in a more fundamental way, the user need only supply the initial probabilities that represent his model of the information-gathering activity, and an automated system can carry out the rest of the analysis. This example shows how influence diagrams can greatly simplify the probabilistic modeling and decisionmaking process.


## 6. CONCLUSIONS

In this work, we have developed the first implementation of an automated, interactive process for constructing influence diagrams. We have also illustrated how an interactive session with an automated system might be used to analyze an example problem of a toxic chemical decision.

A logical next step is the thorough testing of this pilot system during actual analysis. The SRI Decision Analysis Group now routinely uses influence diagrams as a modeling tool. However, almost all analysis is still carried out using older automated procedures having greater computational capacity. The small size of the IBM-5110 computer places a severe limit on the complexity of problems that can be handled by the pilot system. Nevertheless, actual tests with small problems should provide a critique of both the modes of computer interaction and the algorithms used.

This pilot implementation has demonstrated the feasibility of automated influence diagrams as a basic new tool for decision analysis and model building. The high value of faster and more accurate problemsolving capability dictates that rapid progress to practical, full-scale implementation of automated systems should be made.

### 6.1 Directions for Further Development

A recent dissertation by Daniel owen' explored the use of influence diagrams as a quantitative tool to provide guidance to model building. In brief, he developed procedures for determining the best place to expand or refine a decision model throughout the model construction process. Owen also developed a powerful matrix method for approximate analysis and solution of decision problems. Both of these ideas could provide valuable additions to a comprehensive automated system.

In the earlier SRI work ${ }^{2}$, we developed a separate graphical system for deterministic analysis. A deterministic analysis is, of course, a mathematically trivial case of a probabilistic analysis and therefore can, in principle, be treated with an automated influence diagram procedure. Practically, however, the treatment of deterministic relations with the probabilistic procedure presented here is cumbersome and computationally inefficient. Expansion of influence diagram modeling and computational procedures to unify these two important aspects of analysis should be a fruitful direction for further work.

The work we performed during implementation has pointed out a neglected area of research. The development of an influence diagram is itself an iterative and interactive process. Many decisions are made regarding the development and evaluation of the influence diagram through the process of user-computer interaction; for example, where to continue expansion of the influence diagram, when to access numerical values, and when to stop expanding. Our ongoing use of influence diagrams has led to a set of intuitive criteria for making these model-building decisions. The pilot system uses these criteria in an implicit manner or explicitly asks for the user judgment. Research on this process and the modelbuilding decisions (as opposed to the "decisionmakers" decisions) may lead to a more effective and efficient process and quantitative criteria for judging the authenticity of the resulting value lotteries. Such results may provide a key to the intelligent use of influence diagrams on a broad scale.
${ }^{1}$ "The Concept of Influence and Its Use in Structuring Complex Decision Problems," Ph.D. dissertation, Engineering-Economic Systems Department, Stanford University (October 1978).
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[2] $\rightarrow 0$ IF $0=x /$ pNEWAINFALIST
[3] REIURAW
[4] CONFLICTSt: $0 \times 1+1$
[:5] [RW:KOMPUTELINE 16 G 4 LTA OL[IASCRINEWAINFALISTFI;]
[s] DLIASCRELINE] MATCH EH
[7] $\rightarrow$ UK IF^/ASCR[;1]='
[8] $\rightarrow O K$ [F FTXACON
[9] CONFLICTS+CONFLICTS, I
[10] $\rightarrow$ LOUPAENII
[11] OK: STOREADATA
[12] REEIRAW
[13] LOOPAEN[I: +IRRW IF (24PNEWATNFALIST):T+I+1.
[14] REPORTSCONFLICTS
[15] NEWAINFAL]STt $02 \rho^{\prime}$.
$\nabla$
VREEIRAWC[П7 7
$\nabla$ REIIRAW
[1] OLIASCR $10240^{\circ}$
[2] OLHASCREINFA[NI, VARA[NG]H INFACH, VARS
$\nabla$
GKOMPUTEL.JNEE[]ID
$\nabla$ KOMPUTELINE RC:T;A;SG:[ITO:V:H $\rightarrow(0,=S G+\times \Delta \rightarrow-[[L I C+1]$ RC) ERRROR
1]
[2] $\Delta+1 \Delta$

[4] CH TpSG[1] ${ }^{-1+\downarrow^{\circ}}$
 2]) $\times\left(T+\Delta[2]+{ }^{-} 1+15 G[1]\right.$
[s] $\mathrm{CH}+\mathrm{CH}, \mathrm{T})(-\mathrm{SG}[2]) \dagger^{\prime \rightarrow+}$
$\rightarrow 0$
ERROR:SACOMPUTELINE-2+1+GLC
'POSITIONAL ERROR'
$\begin{array}{ll}\text { [9] } & \text { ' } \\ \text { [10] } & \rightarrow 1\end{array}$
$\nabla$
$\nabla F I \times \triangle C O N[\square] \nabla$
$\nabla$ Z $-F I \times \triangle C O N$


[3] FIX $\triangle C O N 1$
[4] TEST2: $\rightarrow$ TEST3 TF~V/PLUSSES\&ASCR[;1]='+.
[5] FIXACON2

[7] FIXACONZ

[9] FIX $\triangle$ CON4
[10] EN[:TH1
$\nabla$

VFIXACON1L゙!]V
$\nabla$ FIX $\triangle$ CON1;PPOS;TPOS

## [.1] TPOS+LINE[TURNS/ASCRN]

[2] PPOSHTPOSEINFAIN[ITFINLATNII INFALTSTK;1] ALLAIOTA NEWAINFALIST[I;1]]
[3] VTURNSHV,TURNSAMAT[14;]
 $\downarrow$
[E] JNFACH[JNFAING ALLATGTA FPOS/TPOSJ. ${ }^{\circ}$
[6] CH[LINE, PPOS/TPOS] ${ }^{-}+$

[8] CH[LINE, (~PPOS)/TPOS]**.
$\nabla$
קallatotacmig
$\nabla$ ZHLST1 ALLLDIDTA LIST2
[1]

$\nabla$

$\nabla$ FIXACON2
CH[FLUSSES, ASCRT.].* $+{ }^{\circ}$
$\nabla$
$\nabla F I \times \triangle C O N Z[\square] \nabla$
$\nabla$ FIXACON3
[1]
CH[JOTS/ $\triangle$ SCRN] ${ }^{\circ}{ }^{\circ}$
$\nabla$
$\nabla F I \times \triangle C O N 4[D] \nabla$
$\square$ FIXACON4

[2] CH[PLUSSES/CHAINE]+ + $^{\circ}$
[3] INFACHETNFAINU ALLAIOTA L.JNE[PLUGSES/ASCRN] $7^{\circ}+{ }^{\circ}$
[4] CH[(~PLUSSES)/CHD[N[1] $\overbrace{}^{\circ}$
$\nabla$
vgToreamataci]iv
$\nabla$ STOREALIATA
[1] INFAIN[IFINFAINII,L.INE
[2] INF $B L E N G T H+I N F A L E N G T H, p L I N E$
[3] INF $\triangle C H \in I N F \triangle C H, C H$
[4] INF 1 LIST + INF $B L I S T,[1]$ NEW $\triangle I N F \triangle L I S T[I ;]$
$\nabla$
VREPORTACONFLJCTS[D]V
$\nabla$ REPORTACONFLICTS
$[1] \rightarrow 0$ IF $0=\rho$ CONFLICTS
[2] BLK
[3]

- THE FOLLOWING INFLUENEES CANNOT EE WRAWH MAII OO HAVE.
[4] NOT BEEN INSERTEII, VARIABLES MUST HE MOVE[I MMII UR
[5] - OTHER INFLUENCES MUST FE REMOVEI BEFORE THESE'
[6] INFLUENCES CAN GE ENTEREI AGAIN.
[7] 1ヵ(ФNEWAINFALIST[CONFLICTS; ]), $\rightarrow$
[8] PAUSE
$\nabla$

VMLGYONARERIJV

- HETIONARY; MAT; STMAI; STCOMP; MECMAT; DECOMP; OCMAT; OCCOMP
[1]
[2]
1.3]
[4]
[5]
[. 6$]$
[7]
7
VIIAGRAMCDIV
$\nabla$ fitagram
[1] RELRRAW
$\begin{array}{ccc}{[2]} & 0 & 1024 \\ {[3]} & \text { DWAKGET OLGASCR } \\ & \nabla\end{array}$

- GISAGIR; TIRECTORY

GETAHIRECTORY

[3] Pfuse
$\nabla$
VGETADIRECTOREMAV

- GETACITRECTORY; IN

BLK
[2] ITWAt [15vo IK.
C [3] JWe JN 11005
[4] [WHFIN
[5] GETAIIIR:IIRECTORYHIN
[6] $\quad$ [WA\& ISVR IN.
$\nabla$
קSAVEA[I]AG[[]]V

- SAVEAIIIAG
getalitrectory
$\begin{array}{ll}\text { [2] } & \text { SELECTAFILE } \\ {[3]} & \text { PUT } \triangle P R O F L E M\end{array}$
$\nabla$
จSELECTAFILE[[]]
$\nabla$ SELECTAFTLE
[1] PROES: THE FROELEMS GTORE[I ON THIS IISK ARE:
[2] (:5 1 pis), (5 $3 \mathrm{p}^{\prime}={ }^{\prime}$ ), IIRECTORY
[3] ENTER THE NUMEER OF THE DES]REI PROELEM.
[4] $\rightarrow$ PRGES IFA/ 1 2 $345 \neq P R O R+(, \square)[1]$
[5] ENTER THE NAME OF THE PROELEM (SEVEN CHARACTERS ONLY).
[6] PROGQTVAME T TIT
[7] [BLK
[8] CHGOLIIRECT
$\nabla$

```
        \nablaCHGALIRECT[G]V
    \square CHGAIIIRECT;OUT
    DWAF1 DSVO 'OUT'
    IIIRECTORYEPROE; ]+24 4PROEANAME
    [IWAF1 GSVO 'OUT'
    OUT+'OUT 11005 III=(IIIRECT)'
    GUT&IIRECTORY
    IWAFISVR 'OUT'
    \nabla
        \nablaPUTAPROELEMLIJV
    \square PUTAPRORLEM;OUT; NUM
        FLK
        [2] START:[WWAL1 [ISVO 'OUT'
        [3] OUT*'OUT 1100',NUM,' II=(SYS000',(NUM+'S+PROR),';
        [4] ->HONE IF PUTALIATA
        [ड] WARNING: I/O ERROR.
        [6] RETURN COLIE = 'TRETGCOLIE
        [7] OPERATION WILL EE RETR[EII.
        [3] []WAFDISVR 'OUT'
        [9] tSTART
        [10] [IONE:[]WA&[ISVR 'OUT'
    \nabla
        qputamatal:[];
        \nabla Z+PUTAIIATA;I
        I +-1
        OUTALOOP:A'->STORE IF 0*P,', MATAMNAMEGEI;]
        I[ALAANAMES[I;],' []AV[25S]
        STORE:^'OUT*', DATAGNAMEE[I;]
        ->OK IFN/0=14RETACODE+GUT
        Z+0
        OK:->OUTALOOP IF(ITpLATAGNAMES)-I+I+1.
        z+1
        \nabla
```

1

APPENDIX I-2

The Workspace XFORM

VSTARTEIJD

- START
[1] $\rightarrow$ INIT IF~REAENTER
[2] REAENTERFO
[3] $\rightarrow$ LOOP
[4] INIT:INTTIALTZE
[5] FETCHAPROELEM
[6] $\rightarrow 0$ IFA, QUIT'=..4STAIUS
[.7] LOOP:GETBOPTIUN
[8] $\triangle$ MENUAEXEC[DOPTION; ]
[9] $\rightarrow$ LOQP IFA/ 3 $7 \neq O P T I O N$
$\nabla$
VREASTARTCDJV
$\nabla$ REASTART
[1] REAENTER\&-1.
[2.] START
$\nabla$
VINITIAL,IZE[[]IV
$\square$ INTTIALIZE
[.] $\mathrm{MIO}+1$.
[2] A: ABCDEFGHI MKMNOPQRSTUWWXYZ.
[3] At ABCIEFGHI IKLMNDPRSTIVWXZ
[4] N↔-0153456789
[5] IMPAINFALISTt 020 .
[.6] STATUSH OK.
[.7] MAT INF $\triangle M A T$ TNFBLTST
$\nabla$
MENU
OPTIONS:
1 = CONVERT LIIAGRAM TO DEGISJON NETWORK
$2=$ CONVERT IIAGRAM TO UECIGTON TREE NETWORK
$3=$ LISPLAY VARIABLE IICTIONARY
$4=$ IIISPLAY IILAGRAM
$\xi=$ IISPLAY IITSK IIRECTORY
$6=$ EXIT ANI STORE PROELEM
$7=E X I T$
PLEASE ENTER THE NUMBER OF THE IESTREII OPTION ANH PRESS EXECUTE
MENUAEXEC
CONVATIN
CONVAITN
IICTIONARY
EIAGRGMM
TIISALIR
GAVEALIAG
$\rightarrow 0$
vCONVALINC[I]
- CONVAIN
[.].] [LKK
[2] ALII:ALIALIDINE
[3] $\rightarrow$ OML IF AMMAMMAARE
[4] ELK
[E] THE IIJAGRAM IS NOW A DECISION BETWORK.
[6] WAIT 2
$\nabla$
Vammandajning]v
$\nabla$ ALIIALIASTNI
[1] $\rightarrow 0$ IFv: 0 , mPECALIST (VARS*A)/VARS
[2] $\mathrm{I}+1$
 $I])=P A L L+(A L L \in A) / A L L-A L L A P R E[$ [IECALISTCI]
[4] IMPAINFALIST\&IMPAINFALIST, [J]G(COMP,ALL; , I. $0.17(+/$ COMP $+* A L L * I I R) p$ IECALIST[I]
[5] ENIIALOOP: $\rightarrow$ DECALOOP IF (I $-T+1) \therefore$ PIECALIST
$\nabla$
$\nabla A L L \triangle P R E M[D]$
$\nabla$ Z +ALLAPRELI NOTIES;ALI.ASUI: 1 N
[1] Z $+(A P$ VARS, NODES) VARS
$\nabla$
PAPEDIV
$\nabla$ ZHP N:T
[1] $\rightarrow(Z+0)$ JF $0=0, N$
[2] Z Z TVAP(T+IF N),ITPMAT
$\nabla$
FLIRAPREDC[]D
7 ZHIIRAFREG NOLES Z. (IIP VARS, NOLES) VAES
$\nabla$
FALIMAMAARBLCIJV
$\nabla$ ZGADILIALISARA
 IMPAINFBLIST
[2] IIECAVARStCOMP/VARS
[3] $\rightarrow(Z+0)$ IF $1=+/$ COMP
[4] $\rightarrow(Z+0)$ IFA, IIECAMAT
[5] LIECAPATREDECAVARS[1 1 + (pIECAMAT)T ${ }^{-1+(, ~ N E C A M A T: 10] ~}$
[.6] FOR A TIECISION NETWORK THERE MUST FE AN TNFWIINCE.
[7] ' BE ]WEEN [IECISIONS ', PATR[1],' ANI ', PAIRID1,'.'
[a] ENTER:'ENTER 1 FOR , PATRL1.], $\rightarrow$ ', PAIR[2],', OR ? FOP
PAIRE1コ, ${ }^{\circ} \cdot$ ', PAIR[2], $\cdot: \cdot$
[9] $\rightarrow$ ENTER JFA, 1 ? FIIRECTION\&D
[10] IMPAINFALIST\&IMFAINFALIET, FJ] IIRECTTONゅPALR
$[11] \rightarrow(Z+0)$ 1F $1=+\%, \operatorname{IIECAMAT}$
[12] $\mathrm{Z}+1$
$\nabla$

```
        \nablaWAIT[D]V
    \nabla WAIT X;I
        I+1
    [1]
[2] LOOP:->LOOP IF (6xX)EI+I+1
    \nabla
        \nablaCONVAIITN[D]V
    \nabla CONVALITN
[1] ELK
[2] ALIIASNAINI
[3] ALIHALISAINI
[4] THE LIECISION NETWORK IS NOW A UECISION TREE NETWORK.
[5] WAIT ?
    \nabla
        \nablaALIHAS[IAINIIC[]D
    \nabla ALILIASIIAINII;I;LIIR;ALL;COMP;LIECALIST
[1] DECALISTE(VARSEA)/VARS
[2] I+1
[3] HECALOOP: +ENIALOOP TF(oIITRGHIRAPRE[I IIECALISTEI])=PALLL*
    ALLAPREII [IECALIST[I]
[4] IMPAINFALIST&IMPAINFALIST,[J]\(COMP:ALL),E
        0.1](+/COMP+*ALL&NIR)p[UECALIST[I]
[5] ENIALOOP:->DECALOOP IF(GMECALIST):I+I+1.
    \nabla
        \nablaAMMAMSAINMLIJQ
    \nabla AIIIOLSSINI;I;IIR;ALL;COMP;STALIST
[1] STALIST+(VARSEA,N)/VARS
[2] It1
```



```
        )=\rhoALLL+(ALLEA);ALILALLAPREI STALISTCI]
[4] IMPAINFALISTFIMPAINFALIST,IITQ(COMF,ALLL),E
    0.1](+/CDMP+~ALLLE[IIR) oSTAL[ST[.I]
[5] EN[IALOOP:->STALOOP IF(\rhoGTALIST):I&I+1.
    \nabla
```

APPENDIX I-3

The Workspace PROBS
$\nabla$ START

```[2] REAENTER+0
```

[3] $\rightarrow$ LOOP
r [4] INIT:INITIALIZE
[5] FETCHAPROELEM
[6] $\rightarrow 0$ IFA/ QUIT -4 - 9 STATUS
$\rightarrow$ LOOP IF ESCAPE
[8] $\rightarrow$ HOOP IFA/'OLI' $=3$ 个STATUS
[9] NEWAINIT
$p$ [10] LOQP:GETAOPTION
[11] $A M E N U \triangle E X E C[O P T I O N ;]$
[12] $\rightarrow$ LOOP IFA/ 67 fOPTTON
$\nabla$

```
        \nablaINITIALIZEE[]IV
    \nabla INITIALIZE
    [1] []IO+1
    [2] CONACTR&VARAPOINTER&-1
    [3] At ABC[IEFGHI JKLMMOPQRSTUVWXY%.
    [4] A& ABCLIEFGHI.JKLMNOPQRSIUVWXYZ'
```



```
    \nabla
        VNEWAINIT[Q]V
    \nabla NEWAINIT
    [1] EUILIIALIST
[ [2] NAMEALIST&NAMES[VGRSUELICJTALIST;]
    [3] VAR\trianglePTR+0
    \nabla
        \nablaEUILIALIST[[]JV
    \nabla HUILIIALIST;COMP;MASKETIAMAT
    [1] ELICITALIST+,0
    [3] LOOP:MASKEIAMATHMATRIXAQ(2\rhoPVARS)P~VARSEELICITGLIST
    [4] LISTABUF&((~VARSEELICITALIST)A0=VrMASKEMAMAT)AGARE
    [S] LISTAEUF+D+((~COMP),LISTABUF), (COMF&LISTABUF*A,N)/LSSTAMHF
    [6] ELICITALIST&ELICITALIST,LTETAFUF
    [7] ->LOOP IF(pELICITALIST)\not=pVARS
    [8] MATRIXGMATRIX[PERM&VARSIELICITALTST:]
    [9] MATRIXFMATRIX[;PERM]
    \nabla
        MENU
    OPTIONS:
    2 = ELICIT ULTIMATE VALIE COEFFICIENTS
    2 = ELIIT PROEABILITIES
    3 = IISPLAY VARIABLEE IICTIONARY
    4 = IISPLAY IIIAGRAM
    5 = DISPLAY IIISK IIIRECTORY
    6 = EXIT AND STORE PROELIEM
    7 = EXIT
    PLEASE ENTER THE NUMEER OF THE LESIREL OPTION ANO PRESS EPERIIE
```


## VSTARTED]D

$\nabla$ START
[.1] TINTT IF~REAENTER
[2] REAENTER 0
[3] $\rightarrow$ LOOP
[4] INIT:INITIALIZE
[5] FETCHAPROELEM
[S] $\rightarrow 0$ [FA/ QUIT $=4$ ¢STATUS
L.?] $\rightarrow$ LOOP IF ESCAPE:
[3] $\rightarrow$ LOOP IFA, OL. $\cdot=3+5 T A T U S$
$r$ [.す] NEWAJNIT
[10] LOOP:GETAOPTION
[11] MENUAEXEC[OPTION:]
[12] LOOF IFA, $\boldsymbol{T}$ ? OPTION
$\nabla$
VINITIALIZEEDJD
$\checkmark$ INITIALIZE
[1] $\quad \mathrm{MOO}-1$
[2] CONACTR+VARAPOINTER+1
[3] At ARCHEFGHI JKLMNOPGRSTUVWXYZ'
[4] A\& AECDEFGHI IKLMNOPQRSTUVWXYZ
[5] $\bar{N} \leftarrow \cdot \overline{1} 2345=. \overline{3}$
C
$\nabla$
DNEWAINTTIGJD
$\square$ NEWAINIT
[1] FUILIALIST
[2] NAMEALISTGNAMES[VARSUELTCITALIST; ]
[3] VARAPTRG-0
$\nabla$
『FBILIMAISTEDJV
$\nabla$ BUILIIALIST: COMP:MASKEIAMAT
C [1] ELICITALISTH0
[2] MATRIX+IMFAMAT IMPAINF SLIST
[3] LUOP:MASKE[IAMAT*MATRIXAQ(2ppVARS)prVARGEELICITALIST
[4] LISTABUF+( (~VARS*ELICITALIST)AD- GMASKE[AMAT) VARG
[5] LISTAEUFFM+( (~COMP)/LISTAFUF), (COMPGLSTAKUF EA, it) LLSTAFUF
[6] ELICITALISTHELICITALIST,LISTABIJF
[7] $\rightarrow$ LOOP IF (pELICITALIST) $\neq p$ VARS
[8] MATRIXGMATRIX[FERMGVARS,ELICITALIST;]
[9] MATRIX\&MATRIX[: PERM]
C
$\nabla$
MENU
OPTIONS:
$1=$ CONTINUE PROEABTLITY ELTCITATION
$2=$ ELICIT ULTTMATE VALUE CDEFFICIENTS
$3=$ IISPLAY VARIABLE IIICTJONARY
$4=$ IISPLAY IITAGRAM
$5=$ IISPLAY [IISK LITRECTORY
$b=$ EXIT ANI STORE PROELEM
$7=E X I T$
PLEASE ENTER THE NUMBER OF THE TIEGIRED OPTION ANO PRESS EXECUTE

MENUAEXEC
CONTINUE
getauvf
[IICTIONARY
IIIAGRAM
UISAIIR
SAVEAPROELEM
$\rightarrow 0$
קCONTINUE[D]:
$\nabla$ CONTINUE
[1] ELK
[2] $\rightarrow$ INIT IF~ESCAPE
[3] ESCAPE*0
[4] TELICITALOOP
[5] INIT:VARAINIT
 ]
[7] ESCAPE+0
[9] $\rightarrow E L I C I T \triangle L O O P$ IF NUMACONSECONACTR +CONACYR+1
[9] CALCAMAR
[10] STOREAPRDES
[11] ELK
 DMPLETE.'
[13] WATT 1
$\square$
VVARAINTG[]JV
$\nabla$ VARAINIT
[1] VARAPTR+VARAPTR+CONACTRT1+ESCAPEt0
[2] NUMAPREISt+/COMP\&MATRIXI:VARAPYR]
[3] CONAPTR+COMP/ © COMF
[4] CONALGN+MARALGN[CONAPTR]
[5] CONALGN[ (TYPES=2)[CONAPYRITCDNAPTR]-3
[6] NUMACONS $-x / C O N \triangle L G N$
[?] VALAEUFtio
[8] BLK
[9] $\rightarrow$ GETATYPE IF~ELICITALIGTLVARAPTR]EA
[10] TYPES\&TYPES,3
[11] $\rightarrow$ п!
[12] GETATYPE: 'IS VARIABLE ', ELICITALIST[VARAPTR], =' MAMEALISTL: VARAPTR;]
[13] ${ }^{1} 1=A$ IISCRETE VARJABIEE
[14] $2=$ A CONTINUOUS VARIAELE.
[15] 'ENTER 1 OR 2:'
[16] $\rightarrow$ GETATYPE IFA/ $12 \neq-1 \uparrow T Y P E S \rightarrow T Y F E S, 1 \uparrow[$
[17] $\rightarrow$ ILIFA/~ ((MATRIX IITRAPRE[I(TYPEG=2)[CONAFTR]:COIAPTR), ELICITALIST) $=A$
[18] CALCACOMP
[19] $\rightarrow 0$
[20] [III: IIIAINIT
$\nabla$

『Calcacompric] D
$\nabla$ CALCACOMP
 ELICITALISTEA) A\&MATRIX[ ; CONAPTRI
 $0.5]$ CONAPTR]+1
[3] CACOMPt ( COACOMP ) PRCACOMP
$\nabla$
DHIAINITEMTV
$\nabla$ IHAINIT
[1] BLK
[2] $\rightarrow 0$ IF $2=T Y P E S[V A R A P T R]$
[3] PLEASE ENTER THE POSSIELE VALUES FOR VARTAELE:
[4] ELICITALIST[VARAFTRI, = ' NAMESCVARSIEICITALISTKUARAPTR]; ], IN ONE LINE:
[G] NEW:NEWAVALSH[]
[G] ARE THESE VALUES CORRECT? (Y DR N)'
[7] $\rightarrow N E W$ IF 'Y'A1个G
[8] MARAVALS MARAVALS, NEWA:ALS
[9] MARALGNtMARALGN, WNEWCVHLS
$\nabla$
GETAFNS
getanil
GETACONT
GETAHI
PGETADHC[]JV
$\nabla Z+G E T \triangle I L I$
[1] LOOPAJNIT
[2] PUTALIIASCR
[3] Z + GETAIIIASCR
$\nabla$
PLOOPATNITE[J]
7 LOOPAINIT; ELV; INMS
[1] $\rightarrow$ CALC IF NUMAPRETSFt
[2] ELICITAVALSt-0
[3] $\rightarrow 0$
 CTRSFCCUNTERS CONACTRJ
[E] $\rightarrow 0$ IF $0=x / \beta$ LIECSt (TYPES=3)[CONAPTR]/CONAPTR
[b] $\rightarrow 0$ IFA/~COMP+(MATRIX IIRASUCL LIECS)AELICTTALISTEELICITALISTE CONAPTRI
[7] C $\triangle \triangle C T R+1$
[8] CALOOP:ELVFMARQVALG[JN[IS[(COMP,CONAPTR)[CACTR]I+I+(CACOMP[KACTR;] /MARALGN[CONAPTR]) $1^{-1+C A C O M P[C A C T R ;]: C T R S] ~}$
[9] ELICITAVALS[(COMP, 1~COMP)[CACTR]]EELV
[10] $\rightarrow$ CALOOP IF $(+/$ COMP $)-C \triangle C T R+C A C T R+1$

## $\nabla$

        GET SHJASCR[f1%%
    Z 2tGETAGISAGR
    C
1.1

```


```

    ['] &-CONT[IUUE.
    1.5] ->START IF 'Y #\ET 5OC 1.
    [b] VAlLAFUFGVALOEMF,VALAEUFFER
    \nabla
        VGETACOMTE[J]:
    \square Z+GETACDNT
    [1] LOOPAINIT
    [2] PUTACOASCR
    [3] Z-GETACOASCR
        \square
        QPuTACOACCREDIV
    \nabla PUTACOAMCR;Z;ELICIT
    [1] PC&GAV[173]
    [2] FLK
    [3] 0 64 PUT 64^'PROFABJLITY ELICTTATIONFORR, WLIGITALIETTGFRARTRJ,
        = , NAMESLISST[VARAPTR;]
    [4] 128 64 FUT 64'GONHITIONAL DN VARTAELES VALIIEG
    ```

```

        32)^NAMES[VARSUELICTTAFLTCTTALESTIONAPTRT:I
    ```

```

    [7] 192 334 PUT,Z
    [8] 576 64 PUT PLEASE ENTER THE , ELICITALISTEVARAPTR], YALUES COR
        RESFONIING TO THE.
    ```

```

    ELICITALISTEVARAPTR],' IIISTRIEUTION
    [10] 704 G4 PUT (OR, TO GET THE MENU, ENTER: MENUO).
    [11] 332 64 PUT . 10.,PC, (OR MENU): , (10. ' ), 50',PC,`:, (
    10品'),'90',PC,':
    [12] 960 64 PUT GARE THE AEOVE VALUES CORRECTY (Y UR N):
    [13] T]WA+1 []CC 1
    PCETACIAGCREGIV
$\checkmark$ ZGBE 1 ACOAGCR
i. $1 J$ START: WALABUFFER-BET 352 3





$\nabla$
VCALA AMARLD]V

- Calciamer
$\rightarrow 0$ [F SATPES[VARAPTR]

[3] CAVridalGNeCtVALALGN, pVALABMF
[4] $\rightarrow$ CALC IF ORNMAPREGS


[7] $\rightarrow 0$



VAL A[!IF]
$\square$
gGTorespposerajo
- srafeaprots


[3] CPBLBTUGPALDN, 以GLACHIF
7
VAVEAPRORLEMLD]
- SAUEAFRORLEM
[1] GETBOMRECTORY
[2] SELECTAFTLE
[3] PUTBPROBLEM
7

APPENDIX I-4

The Workspace SOLVE

```
        \nablaEThRTIGJD
    % START
    [1] TINIT IF~REAENTER
    [又] RESNMTER 0
    &゙! &,OMP
    [4] THTY:FCTGHAPFOELEM
```



```
    [6] l.OOF:DETAOPTION
    [?] HEEHMAEXECCOPTION;]
    [Q] LOOP LFA: & > ¥OPTION
        \nabla
        MENLS
    OFTIGNS:
    1 = GramLLATE IOINT ANGI ULTTMATE VALUE
    2 = [IDPLAY VARTABLEE IICTIONARY
    3 = MTSPLAY IImGRAM
    H = IISPLAY [IISK IIRECTORY
    5 = E\]T HINI STORE PROELEM
    s=EXIT
    PLEAGE FHTFR THE NUMBER DF THE IEESTREU OFTION ANII FRESG FXECUTE
        MENUAEXEC
    CallOULATE
    GICTJOMARY
    IIAGRAM
    UTGAIITR
    SAVEAPROBLEM
    ->0
        FCALCII_ATE[[I]P
        \square CALEULATE
    [1] CALCOJOJNT
    [2] CalcaultTmate
        \square
'-
```

-.

VCALCAJOINTL[T]IV
Q CALCAIOJNT; IIM ; IVAL. ; JOINT;COMP; CONACOMP; CONAVALS;BJNS; LIMALIEL; PROB
[1] NALIIMtaIIIMtMARALGN
[2] $\mathrm{PROE}+1$
1.3] [IMC(TYPES=2), (pTYPES]43
[4] JOINT+IITMPO
[G] NUMAVALSEx/IIM
[s] [AJOINT+1
 ) + (+, EPALGN)-CPALGN[. 1 ]
[3] TNDG+COMP:1pCOMP
[9] ALUOF OVER II VARS WHICH HAVE LITRECT PRELECESGORS
[10] $\rightarrow$ CON IF $0=\rho$ INIS
[11] IVALA-1
 [VAL]
 + CONACOMP) $\rho^{-1}$ ) +CONACOMP/CTRS
[14] ENHALI: +MMALOQP TF (+GCOMP) IVAL世TVAL+I
[15] $\rightarrow$ ENUAJOINT TF 0=FROBtx CONAPROBSELEACTRG]
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[13] IVAL+1
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 NA[IIM, 2) P']; '), ']
[27] $\rightarrow$ ENHAJOINT:JOINTALOOP IF NUMAVALSETAJOINT\& IAJOITT + 1 $\nabla$

## [.1] IJMFMARALGN

[2] [IMC (TYPES=2)/, PTYPES]+3
[3] ULTIMATE\&[IMか0
[4] NUMAVALSEx/IIM
[5] IULT+1
[E] UL TALOOP:VACTRSHCTRSHCALCACTRS IVAL
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[:14] $\rightarrow$ ULTALOUP IF NUMEVALSEIULT+LULT +1
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$r$ $\nabla$
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$\nabla$ EVGTREE G

$\nabla$
PTREEAPOLICYL[]J
$\nabla$ TREEAPOLICY G;V;Y;K;N;M;I;L;H;H;P;B
[1] $V+(H+A G) Q V F$
[2] $\quad$ Yt $(x / p V)_{i d}$
[3] V TVAL DGCLG]
[4] [14-E+2 $1 \mathrm{p}^{\text {. }}$

[6] $K+1-[1[1+(p C)-(p C], 1$
[7] $\quad N+1 r x / X+K+\rho V$
[日] $\quad I+((L+t / Y) p l \cdots$ ! $N$ )/Y/pi

$[10] \quad Z+(-1+K+p C) t^{\prime}+\Gamma^{-}[1+[1]$


[13] E

[15] .
$\operatorname{ling}_{\square}(((2 \times K+6 G) p 30), 102)+P 0 L$
VSHOWTREETIJIV
$\checkmark$ SHOWTREE G;V;P;X;R;N;M;K;L;Q;A;B;I;H
[1] $k+8$
[2] L $\leftarrow 10$
[3] $N+x / P V+(H+\phi 6)$ NuP
[4] $\quad \mathrm{PtHQPR}$
[5] $\quad x+(N, 1) p$
[G] I $\mathrm{L}-\mathrm{PG}$
[7] LI:M+x:ITpV
[3] $R+1\left(Q 4+H^{\prime}[C[G[J]]+1]\right), \rho^{\prime}$

[10] $V+1 Q, \cdot / V$
 2J (M,LX-1+N $\div M$ ) ${ }^{-1}$
[12] $X \leftarrow A,[2] B,[2] X$
$[13] \rightarrow(I=1) \rho L ?$
[14] PtR
[15] $I+I-1$
[16] $\rightarrow$ L. 1
[17] L2:V
[18]
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i.1] $11+1+1$ (AAR AAAI-MIN) MEL.
$121 K+I I J+1 W+1+\cdots 1+I$
[:5] $\quad H+(L+(K-p)])) / K$
[4] $M+(1+1 \downarrow M), \rho A \mathrm{~A}$
[5] 5 I [-0p0
[6] N\&LiJ

[8] $\quad i t(p, j) p 0$
[9] $\because(\mathbb{N}]+\mathrm{CP}^{-(0,-1+C P)}$
[10] $x+M I W+M E x-1+1 \downarrow$
[11] Z6try
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