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Preface

This new volume 34 is an important one. It includes 14 experimental and theoretical articles. It has, however, a taste
of sadness because our copy editor Dr Jayantha Kumar passed away at the age of 66 due to COVID. For more than 15
years Dr Kumar did very professional editorial work for this journal. I dedicate this volume to his family in recognition
of his dedication to the journal.
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Research Article

A Review of Negative LENR Experiments, Determining Why They
Failed, and How They Impacted the Field

P.A. Mosier-Boss∗ and L.P. Forsley
GEC, 5101B Backlick Rd., Annandale, VA 22003

M.H. Miles
College of Science and Technology, Dixie State University, St. George, UT 84790

Abstract

On March 23, 1989, Fleischmann and Pons made the sensational claim that they had achieved nuclear fusion electrochemically
using Pd cathodes in LiOD/D2O electrolytes. Despite reservations, scientists worldwide went into their laboratories attempting to
replicate the Fleischmann–Pons discovery. There were some successes but a greater number of failures. A preponderance of those
negative reports came from prestigious institutions, which caused a majority of members in the scientific community to dismiss the
LENR field. In this communication, we re-examine some of the most noteworthy negative experiments, discuss why they failed,
and how they impacted the field.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction

On March 23, 1989, at the University of Utah, Martin Fleischmann and Stanley Pons [1] held a press conference
where they announced that they had “established a sustained nuclear fusion reaction by means that are considerably
simpler than conventional techniques.” Then, holding a cell as a prop, Pons briefly described the experiment that
drove deuterons inside the lattice of a palladium rod to such an extent that fusion of the deuterons occurred with a
considerable release of energy. It should be noted that Fleischmann and Pons had never used this cell in any of their
actual experiments. Fleischmann further indicated that the cells they used were Dewar flasks that allowed them to
accurately measure the heat that was produced. The press conference was an unorthodox means of announcing an
important scientific discovery, although a preliminary paper on their results had already been accepted in a journal.
However, there were extenuating circumstances involving another university which prompted the University of Utah to
announce the discovery via a press conference rather than going through the accepted journal process and peer review.

∗Corresponding author: pboss@san.rr.com; (858) 576-6415
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The events leading up to the press conference have been documented in great detail in other books and will not be
discussed here [2-4].

Initially, Fleischmann and Pons only had calorimetry measurements that showed that more heat was produced
than could be accounted for by chemical means. From this they concluded that the excess heat had to be nuclear
in origin. Their intent had been to announce their discovery after ∼18 months of additional experiments to look
for nuclear ash, such as gamma rays, neutrons, and tritium. However, a few weeks prior to the announcement, they
quickly conducted additional experiments looking for evidence of this nuclear ash. Again the reason for this urgency
has been documented in other books [2-4] and will not be discussed here. On March 13, 1989 [5], ten days prior to
the press conference, Fleischmann and Pons submitted a hastily written paper [6] to the Journal of Electroanalytical
Chemistry (JEAC). The paper was quickly reviewed, was accepted on March 22, 1989 (one day prior to the press
conference), and was published on April 10, 1989. Later, Fleischmann told Miles that he never would have agreed to
the press conference if their first cold fusion manuscript had not been already accepted by Roger Parsons, who was
then Editor of JEAC. Preprints of the paper were leaked out prior to its publication and it was rapidly disseminated
among the scientific community. However, in 1989, there was no Internet or e-mail. The only method available to
quickly distribute information was by fax machine and, by the time someone got a fax of a fax of a fax, it was pretty
faded but, none-the-less, you were happy to get it. Unfortunately, the publication was disappointing as it provided no
details on how the cells were constructed, the charging protocol used, the type of calorimeter used and data analysis,
etc.

The announcement by Fleischmann and Pons did create quite a sensation and excitement. Pons and Fleischmann
made headlines in newspapers and were featured on the covers of magazines. The news media referred to the
Fleischmann–Pons discovery as “cold fusion” and the moniker stuck. The response by the scientific community to
the Fleischmann–Pons announcement was likewise instantaneous but, in general, was not as enthusiastic or positive.
The community noted that, at the time of the announcement, there weren’t any refereed papers. Also the experiments
had neither been replicated nor were they repeatable, and that the experimental results did not match theory. How
could eV chemical reactions initiate MeV (1,000,000 eV) products? Also, if the reaction was nuclear in origin, where
were the neutrons? Despite these questions, scientists worldwide went into their laboratories in attempts to replicate
the Fleischmann–Pons discovery. They used palladium whose history had not been known. They built cells that resem-
bled the prop used by Fleishmann and Pons during their press conference. Cells of this design displayed poor mixing.
Experiments that were done depended upon what resources were available in the laboratories as well as the expertise of
the scientists themselves. Some researchers did electrolysis and calorimetry. Gas loading of palladium was pursued by
other scientists. Rather than doing calorimetry, others focused on looking for nuclear ash. There were some successes
but a greater number of failures. It was easier to publish negative results than it was to publish positive ones. This
preponderance of negative reports, some from highly reputable institutions, such at Caltech, MIT, Harwell (U.K.), and
UC Berkeley, caused the scientific community to dismiss the LENR field. Yet many of the experiments yielding nega-
tive results were flawed. Part of the problem was due to the fact that, in the early days, not much was known about the
phenomenon. As a result, improper/inadequate instrumentation and experimental designs were employed. This was
not understood until much later but the damage to the field had been done. In other rare cases, there are indications of
scientific maleficence. In this review, we focus on some of the most noteworthy negative experiments and discuss why
they failed and how they impacted the field.

2. Calorimetry and Helium-4

2.1. Summary of Fleischmann–Pons Cells and Calorimeter

Figure 1a shows a schematic of the electrochemical cell used by Fleischmann and Pons in their calorimetry [7]. They
used a Dewar-type isoperibolic calorimeter to measure the heat produced during electrolysis. Advantages of this
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Figure 1. (a) Schematic of a Fleischmann–Pons electrolytic cell (not to scale). The Pt anode wire was wound in a helical configuration around
glass support rods, surrounding, with a fairly even distribution, the Pd cathode in the center [7]. Reprinted with permission from Steve Krivit. MIT
excess power data where (b) and (c) show the unpublished and published results, respectively [14].

approach include a wide dynamic range for both the cell temperature and cell input power, direct visual observations
inside the cell during calorimetric experiments, relative low cost, self-purification of the system, the safety of an open
system, and heat transfer mainly by electromagnetic radiation [8, 9]. The use of control or “blank” experiments,
such as replacing palladium by platinum, show that anomalous excess power is measurable to within ±0.1 mW (±
0.01% error) using this electrochemical calorimetry. The temperature error was ± 0.001K, which was achieved using
calibrated thermistors. This accuracy requires the use of seven power terms to adequately describe the rate of enthalpy
flowing into and out of the calorimetric system where Eq. (1) is the complete expression for isoperibolic calorimetry:

Pcalor = PEI + PX + PH + PC + PR + Pgas + PW . (1)

The net power that flows into and out of the calorimetric system (Pcalor) is determined by the electrochemical
power (PEI ), excess power (PX ), the internal heater power (PH ), the heat conduction power (PC), the heat radiation
power (PR), the power carried away by the gases generated (Pgas), and the power due to pressure–volume work (PW ).
It should be noted that Fleischmann and Pons did not use PW term in their data analysis. Miles added the PW term
some years later when he was doing calorimetry at NHE using the Pd-B alloy. He found that the PW term became
important at high cell currents. Each power term in Eq. (1) is a function of time (t), such as Pcalor = CpMdT/dt,
where Cp is the heat capacity of D2O,M is the mass of the calorimetric system, and T is temperature. Thus Eq. (1) is
a differential equation that can be used directly or numerically integrated for greater accuracy.

The glass Dewar cells designed by Fleischmann and Pons in 1993 were 25 cm in height and narrow (2.5 or 3.30
cm I.D.) so that the bubbling action of D2 and O2 emerging from the surface of the anode and cathode served to keep
the electrolyte well mixed. Fleischmann and Pons used two methods to demonstrate that the fluid in their cells were
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well mixed [10]. They used video to measure the time it took for a drop of red dye to be homogeneously mixed in the
electrolyte. For the lowest electrolysis power level used in their experiments, it took the bubbles from electrolysis 3
s horizontally and 20 s vertically to disperse the red dye into the electrolyte. Faster mixing occurred for higher input
powers. An array of five thermistors arranged vertically and horizontally through the cell showed that the temperature
variations in the liquid were at most 0.005◦C (except at the bottom of the cell where they were 0.01◦C). There was
a high vacuum between the inner and outer glass surfaces of the cell. The double wall of the Dewar vacuum flask
prevented heat conduction out of the sides and bottom of the cell. Heat flow out of the cell would be by means of
radiant emission to the bath water. However, with time the vacuum inside these Dewar vacuum flasks will slowly fail.
When newly constructed (and depending upon the skill of the glass blower), heat transfer due to conduction would
be about 2%–3%. The Dewar’s vacuum insulation and effervescent bubbling action from anode and cathode kept
the temperature of electrolyte sufficiently uniform to permit accurate heat flow measurement. After ICCF2 in Como,
Italy, the cells were silvered. This silver coating, which was inside near the top and down to below the level of the
electrolyte, limited heat loss through the top and made the heat loss value less dependent on the changing liquid level.
With this design 95% of the heat was removed by radiation and 5% by conduction. There was a calibration heater used
to apply heat pulses to calibrate and monitor the rate of radiant heat transmission by the cell to the surrounding water
bath. The cells were operated in a constant current mode. The open cells were self-purifying. Ordinary H2O acts as a
poison in the Fleischmann–Pons effect (FPE). In an open cell, H is preferentially electrolyzed versus D at the cathode.
Consequently, any H2O contamination will be gradually removed during electrolysis. In closed systems, the initial
H2O contamination will remain trapped throughout the experiment.

It should be noted that Fleischman and Pons had perfected their isoperibolic Dewar calorimetry over at least
five years prior to their 1989 announcement [9]. This included determination of the optimum size and shape of
their calorimetric cell, attaining a good Dewar vacuum, improving their temperature measurements, acquiring good
instrumentation, setting up a reliable data acquisition system, modeling their calorimetry with correct equations, and
improving their methods for the analysis of the calorimetric data. Recently Miles [11] indicated that when Fleischmann
and Pons started their research, they did not know how large the effect, if any, there would be. Therefore, they wanted
the calorimetry to be as accurate as possible where even 1.0 mW of excess power could be detected. They realized
that if nuclear reactions inside the Pd lattice were similar to hot fusion, then even 1.0 mW of excess power would
have produced about 108 neutrons per second, which would have been an unsafe amount. It is not surprising, given the
limited time after the 1989 announcement, that others did not achieve the same level of accuracy as that of Fleischmann
and Pons which, in turn, often resulted in negative results.

2.2. Caltech (U.S.)

A variation of isoperibolic calorimetry was done at the California Institute of Technology, Caltech [8]. While they
had a Tronac Model 1250 vacuum-jacketed calorimetric Dewar, most of the reported results were for an air-jacketed
“Dewar” that contained 30 mL of electrolyte. Lewis of Caltech referred to their calorimeter cell as a “Dewar.” However
a Dewar flask is another name for a vacuum flask and a vacuum flask cannot be air filled. Because the Caltech “Dewar”
walls contained 1 atm of air, there was no vacuum and heat conduction, not electromagnetic radiation, was the main
heat transfer pathway. A schematic of the calorimeter in a later Caltech publication showed that the cell was short
and fat with a length/diameter ratio of only 1.4 versus a ratio of 10 (25 cm/2.5 cm) for the Fleischmann–Pons cells
used at the NHE laboratory in Sapporo, Japan, around 1993. Because the Caltech cell was short and fat, stirring was
required to keep the electrolyte homogeneously mixed. A motor was used to vigorously stir the electrolyte. The Joule
heating resulting from stirring (∼0.3◦C) had to be accounted for in all measurements. Caltech measured temperatures
to within ±0.03K and the calorimetric error was ± 3 mW [12]. Only fragments of Eq. (1), PEI and a term for total
power similar to PC , were used to analyze the data [8]. Also the cell constant was allowed to arbitrarily change with
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time in the Pd/D2O experiment  [13].  Changing  the cell constant  would  effectively zero out any excess power. No such 
changes in the cell constant occurred in their Pd/H2O experiment  and  both  the  H2O and  D2O experiments  used  the  
same glassware and other components in the same configuration. This suggests that the temperature increase observed 
by Caltech was real and was caused by anomalous heat.

Caltech submitted their findings to Nature less than two months after the initial announcement of the FPE [8].  A  
single Fleischmann–Pons experiment using bulk Pd generally requires 4–8 weeks  of electrolysis so it is unlikely that  
they achieved the conditions to initiate the effect. Caltech reported no evidence  of excess  enthalpy,  neutron,  gamma  
ray, tritium, or helium production during electrolysis.

2.3. Harwell (U.K.)

Harwell laboratory in the U.K. hastily performed experiments in 1989 [8]. The Fleishmann-Pons type Dewar calorime-
ter used by Harwell had an inner diameter of 2.5 cm, a height of 10 cm, no silvering, and had an error of 15%. Given 
the dimensions of the cell, stirring by the electrolysis gases would be adequate. A single thermistor was used that was 
positioned in the upper half of the cell. The Dewar had a poor vacuum. The Harwell isoperibolic calorimetry shows 
only the use of the PEI term and approximations for Pgas, PR, and PC [12]. Harwell measured temperatures to within
±0.1K and the calorimetric error was ± 10 mW [12]. Other error sources include their method of cell calibration 
and the unfavorable geometry of various cathodes (beads, ribbon, bar) used [8]. These unfavorable cathode geometries 
would not provide for uniform electric fields and symmetry required for high deuterium loadings. Independent analysis 
of the Harwell data indicated that their cells were unlikely to produce significant excess heat because of low current 
densities, low levels of D loading into the Pd, as well as these poor choices in their experimental design.

2.4. MIT (U.S.) and Scientific Misconduct

MIT, in Cambridge, MA, stated that no excess output power or any other evidence of fusion products (neutrons, 
gamma, helium, and tritium) was detected [8]. Dewar cells were not used, thus the main heat transfer pathway was by 
conduction rather than by electromagnetic radiation as in the Fleischmann–Pons Dewar cells. The Phase I calorimetry 
was admittedly  relatively crude with error limits of ±0.3 W. The two Phase II calorimeters were greatly improved and 
consisted of reasonable cell dimensions of 12 cm in height and a narrow 2.1 cm in diameter.  Unlike the short,  fat  
cells used by Caltech, no mechanical cell stirring was necessary. MIT calorimeters used a large excess of glass wool 
thermal insulation in the compartment between the cell and water bath. As a result the desired heat flow pathway from 
the cell to the constant temperature bath was severely blocked. The major heat transfer pathway was out of the cell 
top to the room temperature air. The Pt resistance temperature detector (RTD) thermometer used in each cell by MIT 
had an accuracy of ± 0.1 K compared to ±0.001 K for the two (or more) thermistors used in each Fleischmann–
Pons Dewar  cell. The sensitivity of the Phase II MIT calorimeters was stated at ±40 mW contrasted to ±0.1 mW 
sensitivity for the F-P Dewar calorimeters. The MIT isoperibolic calorimetry used terms corresponding to PEI , PH , 
and PC . From the dimensions of the MIT Pd rod cathodes (0.1 cm × 9 cm),  the expected  excess  power  of about 
70 mW  would not  be easily distinguished from the ±40 mW calorimetric error. MIT reported their key calorimetric 
measurements over a rather short time period (100 h).  The  observation  of measurable excess power with Pd 
cathodes in D2O generally  requires 6 days or more of electrolysis.

It has been claimed that there was a serious discrepancy between the unpublished raw data and the final published 
data for the MIT D2O cell [8,  14].  This is illustrated in Figure 1b  [14].  In the plot of the unpublished data there is a clear 
evidence of excess heat (beyond electrical input power) in the D2O cell,  but  no  visually  apparent  excess  in the  H2O cell.  
The results that were published in the Journal of Fusion Energy shows no excess heat for D2O. The D2O data  points  
appear to be arbitrarily shifted down to make the apparent excess power vanish. Extensive analysis performed by Dr.
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Mitchell R. Swartz concluded that the MIT H2O and D2O data sets were “asymmetrically” treated. This controversy
caused MIT to change their calorimetric conclusion from the previous “failure-to-reproduce” to “too-insensitive-to-
confirm”. It should be noted that the D2O cell showed an increasing cell temperature and a corresponding decreasing
cell voltage that was not present in the H2O cell. When cells are operated at a constant current, a decrease in cell
voltage is indicative of heat production.

2.5. Earthtech (U.S.) and MOAC

At NHE, Miles [15, 16] used the Fleischmann–Pons Dewar type cells to investigate the Pd–Ce–B, Pd–B, and Pd–Ce
cells. Significant excess power was produced from the cells using the Pd–B and Pd–Ce alloy cathodes. In contrast,
the Pd–Ce–B alloy showed no measurable excess power. The same Pd–Ce cathode that was used at NHE produced
significant excess power in earlier experiments at China Lake. Previous experiments at China Lake using similar Pd–B
alloy cathodes produced excess heat in seven out of eight experiments [17]. The Pd–B alloy cathode that failed had
a large, folded-over metal region that acted as a long crack and the cathode was poorly aligned in the cell. Both the
folded region and poor alignment would result in low loading of deuterium in the cathode. For Pd–B cathodes that
produced heat, it was shown that excess power could be obtained in repeated experiments using the same cathode.

EarthTech (Austin, TX) had developed a mass flow calorimeter with an accuracy of 0.1% [18]. They called the
calorimeter MOAC (Mother Of All Calorimeters). They claimed that MOAC was quite reliable. The largest source of
error was the drift exhibited by the thermistors used for the critical inlet and outlet water temperature measurements.
They said that the observed drift was usually quite slow and was only a fraction of the manufacturer’s specification
meaning that the thermistors were performing significantly better that the manufacturer’s guarantee. Because of this
drift, MOAC required recalibration once every month or two.

In 2004, Miles spent a weekend at the EarthTech laboratory setting up a Pd-B experiment in their MOAC calorime-
ter. Due to rain, the humidity was high. They had no means of keeping moisture out while setting up the experiment.
There was a problem with welding the wire lead to the Pd-B cathode. The D2O cell had to sit some 30 min exposed
to the high humidity atmosphere while this problem was solved. Miles was able to monitor the calorimetric results
remotely on his computer back at the University of La Verne. There were numerous times Miles thought that there was
excess power. Every time a small excess power effect was reported to EarthTech, the system would be recalibrated
which would change the cell constant and zero out any heat effects. This was very similar to what Caltech did, as was
discussed vide supra.

2.6. Helium-4 Measurements

2.6.1. Naval Air Warfare Center China Lake (U.S.)

In 1990, Miles et al. [19, 20] showed that excess heat correlated temporally with the production of 4He. In these
experiments, the gases evolved during electrolysis were collected and were sent away for analysis using a high reso-
lution mass spectrometer. Figure 2a shows a schematic of their apparatus used to collect samples of effluent gas [19].
All connecting lines, as well as the cell, were flushed vigorously with boil-off nitrogen, which contained no 4He, for
at least 10 min prior to attaching a gas collection flask. The collection flasks were connected to the cell for at least
two days of D2O electrolysis before removal. Figure 2b is a schematic of the activated cryofiltration system used to
remove all gases except helium. Nine samples were collected and analyzed. Figure 2c summarizes the calorimetric
results of two identical isoperibolic calorimetric cells that were run in series (cells A and B each with two thermistors)
in a constant temperature bath set at 27.50◦C [20]. Sample collections are indicated and the results are summarized
in the table in Figure 2d. The mass spectrometer was operated at its highest sensitivity. The instrument had sufficient
resolution to baseline separate D2 and 4He. The detection limit for 4He was determined to be 0.1 ppb, or 2 × 1012
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10/21/90-B 0.46 large peak

10/30/90-A 0.14 small peak

10/30/90-B 0.17 small peak

Figure 2. (a) Schematic of electrolytic cell with positive pressure gas discharge line used to collect samples of effluent gas [19]. (b) Schematic of
the two stage activated cryofilter designed to remove all gases except helium [19]. (c) Calorimetric measurements and effluent gas collection dates
in D2O + LiOD for cell A (red and green filled circles) and cell B (black and blue filled circles) [20]. Electrolyte was 0.2 M LiOD in D2O. Current
density was 200 mA cm−2. The symbol, down arrow, indicates when D2O was added. (d) Helium and heat production during D2O electrolysis
[20].

4He atoms in 500 mL of nitrogen. As can be seen for the results summarized in Figures 2c and d, 4He was observed
in those samples collected when the cell was producing excess heat. Furthermore the magnitude of the 4He signal
directly correlated with the amount of heat produced. No 3He was detected in any of the samples. Neither 4He nor
3He were detected in the effluent gas when the electrolyte was replaced with LiOH in H2O [19].

2.6.2. Caltech (U.S.)

Caltech [8] had also made attempts to measure helium in the effluent gas. They indicated that they had not detected
any helium. However, the detection limit of their measurements was 1 ppm or 1000 ppb. Miles calculated that, to
reach 1000 ppb 4He in the electrolysis gas, the excess power would have to be about 10 W. Most calorimetric cells
would boil with 10 W of input power.

3. GAS LOADING

3.1. SRI (U.S.)

At ICCF-7 Case [21] reported on D2/H2 gas loading of Pd on activated carbon catalyst. He claimed an excess tempera-
ture effect where temperature differentials between D2 and H2 of greater than 20 ◦C were measured. Gas samples were
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sent to Oak Ridge National Laboratory (ORNL) where they measured 100 ppm 4He in D2. SRI did a replication of
this experiment [22]. Separate stainless steel reaction vessels, containing identical amounts of catalyst from the same
batch, were used. One vessel was used only for H2 loading while the other was used solely for D2 loading. During
the experiments periodic measurements of 4He were made by direct connection to a mass spectrometer capable of
resolving the mass-4 peaks of D2 and 4He. In these experiments, heat was measured with D2 loading but not H2.
All cells operated with H2 showed no increase in 4He over long periods of time. Some D2 cells exhibited a slow,
approximately exponential increase in 4He with time. Other D2 cells displayed no measurable increase in 4He for a
period of several days followed by a rapid approximately linear rise in 4He to levels sometimes exceeding that of the
ambient background.

3.2. Naval Research Laboratory (U.S.)

The experimental approach used by SRI significantly differed from that used by NRL in their gas loading experiments
using either Pd on zeolite [23] or zirconium–nickel–palladium alloys [24]. In their experiments, NRL used a single
reaction vessel loaded with either Pd on zeolite or Zr–Ni–Pd alloy. They would then alternate loading the sample
with H2 and then D2. For Pd on zeolite they observed that Pd particles < 2nm in size produced heat when D2 was
used and not H2 [23]. They said that, in some zeolite matrices, the likely source of the heat was D-H exchange but
not true of others. In fact, their experimental approach using a single reaction vessel and alternating D2/H2 loading
accentuated D-H exchange. This is not the case of the SRI gas loading experiments which used two reaction vessels
where one was dedicated to D2 loading and the other H2 loading. In the Pd on zeolite experiments, NRL indicated
that weak X-rays and intense light emissions were observed from these matrices during pressurization. However, they
did not elaborate on how these measurements were made. They further claimed, without providing evidence or further
explanation, that the X-rays and light emissions were artifacts of the measurement technique. They reasoned that since
the X-rays and light emissions did not correlate with heat production, they were likely of a chemical origin. Yet X-rays
cannot be produced by chemical means. However, they can be produced by mechanical means as was demonstrated
by Putterman who showed that it was possible to produce X-rays by simply unrolling Scotch tape [25]. Also neutrons
and tritium have been measured in experiments done by others that did not correlate with the amount of heat observed
[7]. The fact that neutrons, tritium, or X-rays are not commensurate with heat does not mean that they are artifacts.
Furthermore, the emission of photons, as well as charged particles and radio frequency signals, have been reported for
the D2 gas loading of polycrystalline Ti [26]. These emissions were attributed to fracto-fusion.

For the Zr–Ni–Pd alloys that were used by NRL, large amounts of heat were generated for both D2 and H2 gas
loading [24]. While they said the heat was consistent with known chemistry, they did admit that a small amount of heat
(< 10% of the total) was unaccounted for and was either due to unidentified chemistry or to measurement error(s).
Given the simplicity of their system, it is difficult to ascertain what other chemistries could be occurring. Because they
did control experiments that completely balanced out, it is unlikely that the excess heat was due to either measurement
errors or instrument malfunctions.

4. NEUTRON DETECTION

The known d + d and d + p nuclear reactions and their energy yields (Q) are d(d,p)t (Q = 4.03 MeV); d(d,n)3He (Q
= 3.27 MeV); d(d,γ)4He (Q = 23.85 MeV); d(d,e−)4He (internal conversion, Q = 23.85 MeV); d(p,γ)3He (Q = 5.49
MeV) [27]. Consequently, there were efforts to detect neutrons and tritium. Here we discuss experiments used to
detect neutron emissions.
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Figure 3. (a) Schematic of the laboratory layout used by Pons and Fleischmann when Salamon et al. were conducting their measurements [28].
(b) Side view of the geometry of the electrolytic cells, showing placement of the neutron-detecting sandwiches, and the NaI detector [27]. The
electrolytic cells were in bath #1 shown in (a). Cells 2-1, 2-5, and 2-7 have Pd cathodes with diameters/lengths (in cm) of 0.4/1.25, 0.4/10.0, and
0.1/10.0, respectively. Cell 2-3 has a Pt cathode of dimensions 0.1/10.0. (c) Aggregate γ-ray spectrum for 785 h of live collection time obtained
using a NaI detector [27]. The dominant background lines are 40K (1.46 MeV), 214Bi (1.76 MeV), 208Tl (2.61 MeV), a backscatter peak (∼0.23
MeV) and a broad peak at ∼2.17 MeV due to two lines, 214Bi (2.12 and 2.20 MeV).

4.1. Neutron Detection Using NaI, 235U/Lexan Sandwiches, and HPGe

4.1.1. Salamon Measurements (University of Utah, U.S.)

Figure 3a shows a schematic of the Fleischmann–Pons laboratory layout when Salamon et al. conducted their mea-
surements [28]. The schematic shows Dewar-type calorimetric cells with palladium cathodes (one cell contained a
platinum cathode) polarized in D2O solutions. These cells were immersed in thermostat tanks (baths #1 and #2).
Several weeks after the press announcement, Pons allowed Salamon’s group into the laboratory to make independent
measurements of any radiation emanating from the electrolytic cells [27]. A lead-shielded NaI detector (8 in × 4 in)
was placed below the cells, Figure 3b, and collected data nearly continuously for over five weeks in a γ-ray energy
range of 0.1–25.5 MeV. In addition, several neutron detectors, comprised of 235U-enriched (80%) foils of unknown
thickness sandwiched between nuclear-track-detecting plastic film (Lexan polycarbonate) with and without Cd foil
covers, were placed within the water tank adjacent to the cells. The fission capture cross section for 235U is 1.4 barn
at 2.5 MeV and 580 barn at thermal energies. Fission fragments will form when 235U nuclei capture 2.45 MeV neu-
trons formed as a result of the d(d,n)3He reaction. The 235U-neutron interaction to form fission fragments can occur
anywhere within the foil. However, only fission fragments formed near the surface of the uranium foil will be able to
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leave tracks in the Lexan. Fission fragments formed deeper inside the uranium foil will not be able to exit the uranium
and will not be able to create tracks in the Lexan. The absolute neutron detection efficiency of the foil sandwiches was
measured using a 252Cf source in a large water tank. The foil sandwiches were placed relative to the source as those
used with the electrolysis cells. The measured efficiency was 1.3×10−5 fission tracks per emitted neutron and a factor
of three lower for those foils with Cd covers. These neutron detectors were used to integrate the neutron flux over a
period of approximately three days. Salamon et al. said there was no indication of an excess neutron signal from any
of the cells, however, according to Pons “no neutron detectors were ever placed in a tank when a cell in that tank was
generating excess enthalpy.” Today it is known that neutron and tritium production are not commensurate with the
excess enthalpy. Furthermore, neutron emission is anti-correlated with excess heat [29].

Salamon et al. [27] placed a 8 in × 4 in NaI detector under the lab bench supporting bath #1, Figure 3b. This
detector was used to monitor four open electrolytic cells over a five week period. The γ-ray energy range was 0.1–
25.5 MeV. Spectral data were collected nearly continuously during this five week period. While the cells were run in
constant-current mode during these five weeks, the current settings were varied. Current densities were not indicated
in the Salamon et al. paper. However, Pons and Fleischmann [28] later indicated that the cells with Pd cathodes were
operating at low current densities but did not indicate what those current densities were. It should be noted that at
the time Salamon et al. conducted their measurements, the relationship between current density and the observation
of either excess heat, tritium production, or neutron emissions was not known. It has since been shown that, in the
early Fleischmann–Pons type of experiments, excess heat would be seen for current densities above ∼ 100 mA cm−2.
Neutron emission and tritium have been seen for current densities near 10 and 70 mA cm−2, respectively [29, 30].

Neutrons resulting from the d(d,n)3He reaction would have an initial kinetic energy of 2.45 MeV and a mean free
path in water of 4.9 cm, which decreases to ∼0.4 cm as the neutron thermalizes. Because each cell was surrounded
by several inches of water, most neutrons emitted would be thermalized and generate a 2.22 MeV γ-ray from the p(n,
γ)d reaction. The detection efficiency was measured using an Am-Be neutron source and was found to be 3.0×10−3.
Salamon et al. [27] obtained individual spectra (an example of which is shown in Figure 3c) by averaging several (10-
50) successive spectra to form an aggregate spectrum, which was then subtracted from the original spectrum to form
a “residual spectrum.” Any transient anomalous signals of duration <10–50 h would appear in the residual spectra as
positive excesses amidst Poisson fluctuations about zero. Spectra were corrected for temporal variations. The analysis
done by Salamon et al. on the residual spectra showed no γ-ray signal above background in the 2.2 MeV region.

Given how little was known at the time, the measurements done by Salamon et al. were well planned and executed.
They had two kinds of detectors to measure neutron emissions. One was a real-time detector that measured the 2.224
MeV γ-ray emitted when a proton captures a neutron. The other was a constantly integrating detector comprised of
235U-enriched foils sandwiched between Lexan. These 235U/Lexan sandwiches were only in contact with the cells
for three days. Given the poor sensitivity of these detectors for neutrons, short time of exposure, and the fact that no
excess heat was detected during the time the detectors were in contact with the cells, it is not surprising that no fission
tracks were observed in the Lexan. Salomon et al. did not indicate why they chose to use 235U/Lexan sandwiches for
neutron detection. These detectors were developed to monitor reactor neutrons [31]. Another solid state nuclear track
detector that could have been used is CR-39 [32]. CR-39 has been widely used for personal neutron dosimetry and
is marketed by Landauer as Neutrak!. It covers a broad range of energies: thermal, intermediate, and fast neutrons.
CR-39 can come with either a polyethylene radiator or a boron loaded radiator. If a polyethylene radiator is used,
tracks are caused by recoil protons produced by the interaction of neutrons with the hydrogen atoms contained in the
radiator. The tracks observed in a CR-39 detector with a boron loaded radiator are caused by alpha particles produced
from the 10B(n,α)7Li reaction. Another advantage of CR-39 over 235U/Lexan sandwiches is that they can be used to
detect 14.1 MeV neutrons resulting from the secondary DT reaction [33,34]. A≥ 9.6 MeV neutron can cause a carbon
atom in the detector to shatter into three alpha particles. Triple tracks, in which pits due to three particles are breaking
away from a center point, are diagnostic of the t(d, n)α reaction. CR-39 detectors can also be used to estimate the
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Figure 4. (a) Schematic of the Pons–Fleischmann laboratory layout using an HPGe detector [28]. In bath #1, cells 2-1, 2-5, and 2-7 have Pd
cathodes with diameters/lengths (in cm) of 0.8/1.25, 0.4/1.25, and 0.8/1.25, respectively. Cell 2-3 is a Pt blank experiment. (b) A representative
γ-ray spectrum obtained 29 days after the cells were turned off [28]. The spectrum was measured using a 33% HPGe detector. Peak assignments
are shown. (c) Ratio of the integrated intensities of the 2224 keV (n1) to the 2293 keV (n2) bands as a function of time [28]. Current densities of
cells in bath #1: 64 mA cm−2 days 10 through 155, 256 mA cm−2 days 155 through 205, open circuit days 205 through 300. Current densities
of cells in bath #3: 64 mA cm−2 days 95 through 205, 256 mA cm−2 days 205 through 300. (d) Comparison of HPGe and NaI spectra [28].
From left to right, the five most intense peaks are due to a single escape (∼2103.5 keV), 214Bi (∼2118.6 keV), 214Bi (∼2204.1 keV), n + 1H→

2D + γ (∼2224 keV), and 214Bi (∼2293.3 keV). The broad bands are the approximate normalized responses expected for a NaI detector with a
resolution of 59 keV. The band labeled ‘sum’ is the sum of these five normalized contributions, which gives an estimate of the expected response
after long-term counting.

energies of neutrons when they actually impact the detector [35], however, these energies will be less than their birth
energies.

4.1.2. Pons and Fleischmann Measurements (University of Utah, U.S.)

Later Pons and Fleischmann [28] conducted similar measurements as those done by Salamon et al. [27]. Rather
than using a NaI detector, they monitored their cells using an HPGe detector. Figure 4a shows a schematic of their
laboratory setup when they conducted their measurements. While Salamon et al. placed their NaI detector under the
lab bench, Figure 3b, Pons and Fleischmann oriented the HPGe detector sideways to monitor the thermostat tank as
shown in Figure 4a. In their data analysis, Pons and Fleischmann ratioed the integrated intensity of the line due to the
n(p, d)γ reaction at 2224 keV (η1) with that of an adjacent line at 2293.3 keV (η2) that they attributed to 214Bi. As
shown in Figure 4b, these lines have comparable amplitudes. A plot of the η1/η2 ratio as a function of time is shown
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in Figure 4c. The time dependence of the ratio of the integrated peak intensities from neutron capture in the water
bath showed that the excess neutron generation for the polarized Pd cathodes can be detected above the natural cosmic
background. A rise in the ratio of the integrated peak intensities was observed when the Pd cathodes in bath #1 were
being charged with D+. On day 205, the polarization of the cells in bath #1 was terminated and a drop in the ratio
was observed. The ratio was observed to increase again. Pons and Fleischmann attributed this to neutron generation in
the cells in bath #3 since the HPGe detector was not shielded with Pb. Using an Am-Be source, they determined that
neutrons were being generated at a level of 5-50 neutrons s−1 W−1.

4.1.3. Comparing Salamon and Pons–Fleischmann Results

How to explain the discrepancy in the real-time measurements done by both Salamon et al. and Pons and Fleischmann?
Could it be due to the instrumentation that was used? As was indicated vide supra, real time measurements were made
by Salamon et al. using an NaI detector. While the NaI detectors are very sensitive, they produce low resolution
spectra as shown in Figure 3c. In Figure 3c, the spectrum shows three fairly large, broad background peaks between
2.0 and 2.6 MeV which could interfere with the detection of the 2.224 MeV γ-ray. At 2.224 MeV, the resolution of
the NaI detector used by Salamon et al. was 59 keV. Such a low spectral resolution could make detection of the 2.224
MeV γ-ray difficult. This possibility was addressed by Pons and Fleischmann [28]. Figure 4a shows a schematic of
their laboratory setup when they conducted their measurements. Although less sensitive than the NaI detector used
by Salamon et al., HPGe detectors exhibit higher resolution. Figure 4b shows a γ-ray spectrum obtained by Pons and
Fleischmann of operating cells using a HPGe detector (33% efficiency, 1.9 keV resolution) [24]. Compared to the
NaI spectrum, Figure 3c, the 2.12 and 2.20 MeV 214Bi lines are completely resolved. Also the 214 Bi line at 2.29
MeV is seen in the HPGe spectrum but not the NaI. Figure 4d shows the spectral region of interest for the p(n,γ)d
reaction. The HPGe spectrum was measured by Pons and Fleischmann. The five broad bands are the approximate
normalized responses expected for an 8in × 4 in, circular cylinder NaI detector with a resolution of 59 keV. The band
labeled “sum” is the sum of the five normalized broad bands and shows the approximate shape of the composite line
that would have been measured by the NaI detector. It would be difficult to extract the weak line due to the p(n, γ)d
reaction from such a poorly resolved composite band.

4.1.4. Lead Shielding Interactions

In their measurements, Salamon et al. had surrounded their NaI detector with lead, Figure 3b [27]. They did not indi-
cate how much lead was used to shield the detector. In contrast, the HPGe detector used by Pons and Fleischmann was
unshielded [28]. Shielding can affect full energy peak intensities as well as scattering in spectra [36]. When scattering
occurs, the continuum is elevated in the spectrum which limits the ability to detect low and mid energy gamma emis-
sions. An experiment done to investigate the feasibility of uranium fissioning using Pd/D co-deposition demonstrated
the effects of lead shielding on gamma ray spectra [37]. Figure 5a shows a schematic of the electrochemical cell used
in this experiment. The cathode consisted of a 0.25-mm diameter Au wire wrapped around a ∼1 cm length of 0.5-mm
diameter native uranium wire. This cell was placed inside a lead cave in close proximity to a 10% HPGe detector
with a 1.27-mm thick Al window. Figure 5b shows a spectrum obtained for uranium wire using an HPGe detector in
a Compton suppressed lead cave. One of the advantages of a Compton suppressed system is a reduction of the back-
ground [38-40]. The spectrum for the native uranium wire, Figure 5b, matches that reported for uranium oxide [41].
Peaks due to the 235U and 234Th lines are indicated. The lines between 85 and 116 keV are due to U and Th X-rays.
These are stimulated X-rays that are generated by the refilling of the K shell electron orbits ionized by the passage of
charged particles or higher energy gamma rays generated by the decay of 235U and 238U [42]. Figure 5c shows spectra
of the lead cave and the cell after 19 h of electrolysis at −0.4 mA. The lines seen in both spectra overlap. Although
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Figure 5. (a) Schematic of the butyrate electrochemical cell used to conduct Pd/D co-deposition on a Au/U composite cathode. (b) Gamma ray
spectrum of a native uranium wire obtained using a HPGe detector in a Compton suppressed lead cave [37]. (c) Gamma ray spectra (not time
normalized) for the Pb cave (black) and the cell after 19 h of electrolysis at -0.4 mA (red) [37]. The dashed line at ∼20 keV indicates the cut off of
the Al window of the HPGe detector. Some peak assignments are shown.

a uranium wire is present in the cell and it is radioactive, no peaks due to the stimulated Th/U X-rays are seen nor
are the γ-ray lines due to 235U and 234Th. The lines between 59 and 96 keV are due to lead fluorescence of the cave
[37]. Broad bands are observed in the spectrum obtained for the electrolytic cell. These broad band are due to neutron
scattering within the HPGe detector. The emission of neutrons was verified by triple tracks and fission tracks in the
CR-39 detector [37]. The results summarized in Figures 5b and 5c indicate that lead shielding alone could swamp
any weak, lower energy emissions. If present, Graded-Z shielding of the lead, comprised of decreasing Z materials,
absorbs the lead fluorescence and successively lower Z bremsstrahlung, fluorescence, and Auger electrons.

4.2. D Flux in the Metal Lattice

Initiation of heat production in heavy water electrolysis at palladium cathodes requires simultaneous attainment of four
conditions: (i) high loading or chemical potential of D within the Pd lattice; (ii) an initiation time at least ten times
longer than the D diffusion time constant (the time constant of diffusion increases with the square of radius); (iii) a
minimum or threshold electrochemical surface current or current density that is not correlated to the bulk D loading;
and (iv) deuterium flux [43, 44]. The cyclic change in bulk, average loading results from a flux or ‘breathing’ of
deuterons in and out of the metal cathode through its surface. A direct correlation between heat flow and deuterium
flux has also been reported between Pd with D2 reactions in the gas phase [45].
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Figure 6. (a) Schematic of a Milton-Roy electrolytic cell used in the BARC experiments [46]. Ag0.25Pd tubes are 200 mm in length and 3 mm in
diameter. The electrolyte was 20% NaOD in D2O. (b) Neutron counts measured as a function of time using a proton recoil counter (top) and a BF3
counter (bottom) [46]. Dotted lines indicate background count rates for both detectors. The * indicates when the current was set at 100 A.

4.2.1. BARC (India) Experiments

Experiments that assured deuterium flux in the metal lattice were done by two different groups. The group in BARC
[46] conducted electrolysis experiments using a Milton-Roy electrolytic cell, Figure 6a, which it could operate up to
100 A. The wet surface area of the 16 AgPd alloy tubes was ∼ 300 cm2. During electrolysis, the cell was monitored
using two different kinds of neutron detectors. They used BF3 counters embedded in paraffin blocks for thermal
neutron detection and proton recoil plastic scintillator counters for fast neutron detectors. The plastic scintillator
counters were also sensitive to high energy gammas. Both the proton recoil and BF3 detectors were mounted 10 cm
from the cell. The background was monitored using a bank of three 3He counters, embedded in paraffin, which were
about 1.5 m from the cell. While monitoring for neutrons, cell current, voltage, and temperature were also recorded
and samples were collected for tritium analysis using the liquid scintillation technique. Figure 6b shows the results
of the BF3 and proton recoil neutron detectors during the first run in April of 1989. Clearly the detectors track one
another. As the current was slowly increased to 100 A, the cell overheated which caused the trip circuit to turn off
cell power. This was followed by a burst of neutrons that was approximately two orders of magnitude larger than
background levels over a 2 min interval. Of the 11 cells, six saw a neutron signal within 9 h of operation, one within
24 h, and two showed a neutron signal after 2 weeks. The neutron emissions were observed to stop after continued
electrolysis. At the end of this experiment, a sample of the electrolyte was taken and the tritium activity was measured
to be 1.5 µCi mL−1. Compared to the initial stock heavy water value of 0.075 nCi mL−1, this high build up by a factor
of ∼20,000 was far beyond what could be accounted for by electrolytic enrichment alone.
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Figure 7. Schematic of the experimental setup used by Ilić et al. [47]. The cell with a Pd cathode (tube), a Pt anode (mesh), and 0.1 M LiOD in
D2O electrolyte was placed in a tank with H2O neutron moderator (side view). Positions of the detectors are indicated.

4.2.2. J. Stefan Institute, E. Kardelj University (Yugoslavia)

Ilić et al. [47] conducted their own search for neutrons, protons, tritons, 3He ions, and gamma/X-rays during Pd/D
electrolysis. Figure 7 shows a schematic of their experimental set up. The Pd cathode was a 10 cm long Pd tube with
an outer surface area of 20.4 cm2. In the cell only 7 cm of the cathode were submerged in the electrolyte. Because
the Pd was not fully submerged, the D/Pd loading was considerably less that unity (0.58 for run #1 and 0.48 for run
#2). The current density was 25 mA cm2. The search for neutrons was carried out by an array of six 3He proportional
counters, two BD-100 bubble damage polymer detectors, CR-39 track-etch detectors in combination with neutron
radiator and polyethylene, and a high purity Ge semiconductor detector. A bare CR-39 track etch detector and CaF2
thermoluminescent dosimeter were used to detect charged particles. A BF3 proportional counter placed∼5 m from the
cell was used to monitor the neutron background. No statistically significant signal confirming fusion was observed
using these nuclear diagnostics. The researchers did not indicate the source of their Pd. Miles had shown that the ratio
of success in obtaining excess power varied greatly with the source and batch of Pd used [17]. Also the surface area of
the cathode was considerably less than that of the cathodes used in the BARC experiments. This is significant because
it is now know that not all sites in the lattice will produce excess heat or emit energetic particles. SEM analysis of
Pd cathodes have shown the presence of craters [48]. Many craters show evidence of melting, i.e., smooth surfaces.
These craters appear to be due to high power, but very local, energy releases. The presence of new elements, that
were not present in the cell components, were associated with these craters and are suggestive of transmutation [49].
These craters show the location of sites that had been active. Likewise autoradiography of several thousand TiDx

chips treated in liquid nitrogen showed that tritium had been produced in only a few chips [50]. But even in those
chips tritium production was restricted to a small number of localized “hot spots.” Consequently, a larger surface area
increases the probability of having LENR-active sites.
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Figure 8. (a) Schematic of the experimental setup used by De Ninno et al. in their Ti/D2 gas loading experiment [51]. (b) Time evolution of
neutron emissions during one run [51]. The values indicated are integral counts over periods of 10 min. (c) Detector geometry and composition
used by Boragno et al. in their Ti/D2 gas loading experiment [56]. (d) Schematic of the gas loading cell and cryostat used by Boragno et al. [56].

4.3. Detection of Neutron Emissions during Ti/D Gas Loading

4.3.1. ENEA (Italy)

In 1989, De Ninno et al. [51] reported on the emission of neutrons in the Ti/D2 system. Figure 8a shows a schematic
of their experimental setup. About 100 g of Ti shavings were placed in a stainless-steel cell and the cell was connected
to a deuterium cylinder through valves and a pressure regulator. A manometer monitored the pressure in the cell and
a thermocouple, in contact with the upper part of the Ti shavings, measured the temperature. A Dewar was placed
around the cell in order to change the cell temperature between room temperature and liquid-nitrogen temperature. A
BF3 neutron counter with high sensitivity was positioned close to the cell. Figure 8b shows the results of one run. In
this run, D2 had been in contact with the Ti bed, at different temperatures and pressures, for roughly one day. During
this time, neutron counts just above the background (2 counts h−1) were detected. The D2 was evacuated from the
system by vacuum pumping and the liquid-nitrogen Dewar was removed allowing the cell and its contents to rise
toward room temperature. After three hours into desorption, neutron counts began to increase. The average count in
the active period was on the order of 1000 counts h−1. Given the efficiency of the BF3 detector, the system emitted
more than 5000 neutrons s−1.
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4.3.2. Replications

Attempts [52-56] were made to replicate the results reported by De Ninno et al. In these replication attempts, Ti/D2

samples underwent thermal excursions between 77 K (liquid nitrogen) and room temperature. Different kinds of
neutron detectors were used in these experiments. Raj et al. [52] used an array of 24 3He counters (each counter
was 50 cm in length, 2.5 cm in diameter, and filled with 3He at 4 atm) arranged in a well like geometry. Counters
were housed in paraffin moderators. The Ti metal pieces were cut from a sheet and surface cleaned and subjected to
activation treatment before D2 loading. Most experiments were done in the desorption mode. In some experiments,
deuterium pressure was cycled between high and low values by changing the temperature of the cell housing. Bursts
of neutrons were observed to occur. After several cycles neutron emissions were observed to cease. Kamm et al.
[53] used 57 g Ti sponge samples in their experiments. Neutron detection was done using a Reuter-Stokes 10B-lined
proportional counter. No neutron emissions were observed. In their experiments, Miljanić et al. [54] used a BF3
detector, a neutron/gamma NE-213 scintillator detector with gamma discrimination, and a track etch proton detector
that was taped to the outer surface of the reaction vessel as close as possible to the potential neutron source. Their
40 g of Ti shavings were made from a block of sintered Ti. A 5.45 g Pd tube was also placed in the reaction vessel.
Twice in their experiments they saw neutron counts 3–4 times above background that lasted over 1.5 h. The neutron
detector developed by Menlove et al. [55] consisted of an array of 3He tubes in a CH2 moderator. The inner ring of
the detector array had nine 3He tubes while the outer ring had 42. The sample vessel, containing 300 g of Ti chips (0.5
mm thick and 1.5 mm wide) was placed inside the inner ring. They detected neutron emissions above the background
with a significance level of 3 to 9 σ. Figure 8c shows the neutron detection system employed by Boragno et al. [56].
Their neutron detector was composed of three cylindrical coaxial scintillator shells. The inner shell was filled with
NE-213 liquid scintillator and the outer two were plastic NE-102A. Cd sheets (1 mm thick) were interposed between
the scintillators to capture thermalized neutrons. An anticoincidence scintillator was placed on top of the detector to
reduce the cosmic ray background. A 30 cm3 cylindrical sample containing 24 g of Ti, Figure 8d, was inserted in the
central hole. They flowed deuterium gas over different samples of Ti shavings and powders. No neutron emissions
were detected.

In both De Ninno’s original experiment and the subsequent replications, the source of the Ti used was not indicated.
It would not be surprising that, like Pd, some sources of Ti would be more LENR active than others. Different
morphologies of Ti were used in these experiments. Shavings, chips, powder, and sponge were used. Also the amount
of Ti used in the experiments varied from 24 g, used in Borangno et al.’s effort [56], to 300 g in Menlove et al.’s
[55]. It has been shown that the rates of reactions depend on the total area of the lattices in an LENR experiment, the
fraction of that area which is active, and the number of reactions per area per second [57]. As was discussed vide supra,
autoradiography of several thousand TiDx chips treated in liquid nitrogen showed that tritium had been produced in
localized “hot spots” in only a few chips [50]. It stands to reason that the same would have been true for neutron
production.

5. CHARGED PARTICLE DETECTION

Efforts were also made by several researchers to detect energetic charged particles using both real-time and integrat-
ing detectors. As with the efforts made to detect neutrons, some experiments conducted to detect energetic charged
particles were successful while others were not.

5.1. Use of CR-39 to Detect Energetic Charged Particles

CR-39 is a highly cross-linked, thermoset polymer that is inexpensive, chemically resistant, and exhibits both high
abrasion and impact resistance. Its most common use is in optics, however, CR-39 is also widely used as a solid-state
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nuclear track detector (SSNTD) in the inertial-confinement-fusion (ICF) field to detect the energetic charged particles
and neutrons created upon laser compression of the DT fuel capsule [58]. One primary reason for its use is that CR-39
is not affected by the electromagnetic pulse (EMP) that disables electronic detectors in an ICF experiment. Besides
cost and ruggedness, other properties that make CR-39 attractive for use in the ICF field are its integrating capability
and degree of charge and energy discrimination. It can be used to detect both charged particles and neutrons. Like
photographic film and other SSNTD, CR-39 is an example of a constantly integrating detector which means that once
an event is detected it will be permanently stamped in the plastic. While it will not be known when the events occurred,
the signal will not be averaged away.

5.1.1. UC Berkeley (U.S.)

In 1978, the group headed by Buford Price [59] at The University of California in Berkeley was the first to report that
CR-39 could be used as an SSNTD. In 1989, they did both D2 gas loading of Pd and Ti foils as well as electrolytic
loading of Pd foils [60]. For the gas loading experiments the 100 µm thick Ti and 233 µm thick Pd foils were cleaned
using aqua regia. After preloading the foils with deuterium, they were clamped to a CR-39 sheets (contact area 2 cm2

for each sample) and placed in a stainless-steel pressure cell attached to a source of D2 gas. After evacuating the cell,
it was loaded with D2 gas to a pressure of 15 bars and underwent thermal excursions between 77 K (liquid nitrogen)
and room temperature over a 9 h period. There was no mention of an aqua regia treatment of the 25 µm thick Pd foils
used in the electrolysis experiments. However, they did indicate that a 100 nm Au diffusion barrier was evaporated
on Pd and that this Au barrier side was in contact with the CR-39 detector. Electrolysis was performed at 1.00 mA
cm−2 for 13 days. For both sets of experiments, there was no significant increase in the number of tracks in the CR-39
detectors. However, linear energy transfer (LET) analysis indicates that 0.82 MeV 3He, 1.01 MeV triton and 3.02
MeV proton would go through 1.156, 4,168, and 31.02 µm of Pd, respectively. Since reactions to create these particles
could happen anywhere inside the Pd, only those that occurred near the Pd/CR-39 interface have a greater likelihood
of being registered in the CR-39 detector. The sources of the Pd and Ti were not indicated so the foils may not have
been LENR active. And it is possible that the treatment with aqua regia may have poisoned the surface of the foils.
This was address by Li et al. [61].

5.1.2. Tsinghua University (China)

Li et al. [61, 62] did gas loading of Pd foils. After heating Pd foils (0.02 cm × 0.5 cm × 2 cm) at 500◦C for two
hours at 7×10−2 Torr, the foils, CR-39 detectors, and CaF2 thermoluminescent dosimeters (TLDs) were assembled
into sandwich like structures. While the CR-39 was selected for charge particle detection, the TLD was chosen to
detect electromagnetic radiation. These sandwiches were then placed in a stainless-steel vessel attached to a source of
D2 gas. After evacuating the vessel, it was loaded with D2 gas to a pressure of 9 atm and immersed in liquid nitrogen
for four hours. Then the valve between the vessel and the D2 gas source was closed and the vessel was allowed to
warm to room temperature after the liquid nitrogen vaporized. The cooling/warming cycle was repeated several times
over a two day period. Figure 9a shows photomicrographs of CR-39 exposed to D2 gas, Pd in contact with H2 gas,
and Pd exposed to D2 gas. As can be seen, tracks were only observed for the Pd/D2 experiment. While no tracks
were observed for the CR-39 detector used in the Pd/H2 experiment, it exhibited a similar signal of electromagnetic
radiation as the Pd/D2 experiment. The electromagnetic radiation may originate from electrons which are transiting
from state to state when palladium foils are filled with hydrogen or deuterium. They then did an experiment where they
cleaned the Pd foil with aqua regia. [61]. They used this foil in the D2 gas loading experiment and, like the Berkeley
group [60], saw no tracks in the CR-39 detector. Li et al. [61] then analyzed the surface of the Pd foil cleaned by aqua
regia using an auger electron scanning probe and saw a clear peak due to chlorine. Using the argon mill, they found
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Figure 9. (a) Photomicrographs of tracks in CR-39 exposed to D2 gas and CR-39 in contact with Pd foil and exposed to either H2 or D2 gas [61].
Magnification is 300X. Republished with permission from Xing Zhong Li. (b) Schematic of the experimental setup used by Jin et al. [63, 64]. (c)
Photomicrograph of tracks on CR-39 produced by DxY1Ba2O7−δ[58]. (d) and (e) Statistical distribution of circular tracks on CR-39 produced by
vertically incident particles for DxY1Ba2O7−δ and 241Am α-source, respectively [63]. The total number of tracks, N, are indicated.

that the chlorine penetrated into the Pd to a depth of a few hundred angstroms. They then did an experiment where
they used chlorine gas to intentionally contaminate the Pd surface. Again they saw no tracks in the CR-39 indicating
that surface contamination may suppress the anomalous nuclear effects.

5.1.3. Graduate School, University of Science and Technology of China

The high temperature super conductor, Y1Ba2Cu3O7−δ , is able to absorb hydrogen and structural analysis has shown
that the absorbed hydrogen is located on the Cu-O plane [63, 64]. In 1993, Jin et al. reported on observing an
anomalous nuclear effect when Y1Ba2Cu3O7−δ absorbed deuterium. Figure 9b shows a schematic of the experimental
arrangement they used to expose Y1Ba2Cu3O7−δ pellet or powder to deuterium gas. The Y1Ba2Cu3O7−δ sample
was in direct contact with a CR-39 nuclear track etch detector. An Au-Si surface barrier (SSB) detector was placed
above the sample. In their experiment, the chamber was evacuated to about 10−1 Pa and then filled with D2 gas to
a pressure of 1 atm. The experiment was terminated after 1 to 2 days of exposure. The CR-39 detector was etched.
A photomicrograph of one detector is shown in Figure 9c. After subtracting the background, the track density was
3×105 cm−2. Figure 9d shows the size distribution of circular tracks obtained for tracks produced by vertically incident
particles in the D2/Y1Ba2Cu3O7−δ experiment. For comparison, the size distribution of circular tracks produced by



20 P.A. Mosier-Boss et al. / Journal of Condensed Matter Nuclear Science 34 (2021) 1–31

Figure 10. (a) Cross section of the Teflon electrolytic cell used by Ziegler et al. [65]. (b) Charged particle spectrum for a thin Pd cathode (25 µm
thick, backed with 1.76 µm Au) during 205 h of charging. Results of TRIM calculations for (c) 8 MeV α-particles going through 0. 5 mm thick Pd,
200 Å thick Cr, and 6.5 µm thick Au; (d) 8 MeV α-particles going through 0.025 mm thick Pd, 200 Å thick Cr, and 1.7 µm thick Au; (e) 3.02 MeV
protons going through 0.025 mm thick Pd, 200 Å thick Cr, and 1.7 µm thick Au; and (f) 3.02 MeV protons going through 0.025 mm thick Pd, 200
Å thick Cr, and 6.5 µm thick Au.

vertically incident α-particles from an 241Am α-source is shown in Figure 9e. Only one peak, due to the 5.49 MeV
α–particle is observed for the CR-39 detector that was exposed to the 241Am source. In contrast, several peaks were
observed in the size distribution obtained for the CR-39 detector used in the D2/Y1Ba2Cu3O7−δ experiment indicating
that several species and/or energies of charged particles were formed. In the absence of D2 gas, no tracks were observed
in the CR-39 detector. Interestingly, Jin et al. made no mention of the measurements taken with the SSB. From this we
can conclude that either the flux of energetic particles was too low to be detected or the particles formed were neutrons,
which would not be detected by an SSB detector.

5.2. Use of SSB to Detect Energetic Charged Particles

5.2.1. IBM (U.S.)

In 1989, Ziegler et al. [65] constructed electrolytic cells to detect charged particles from d+d fusion reactions using
SSB detectors. Figure 10a shows a schematic of the Teflon electrolytic cell. The anode was Pt (2 cm wide and 4 cm
long). A thermocouple was attached to the top of the anode. A 7 cm2 conical hole in the side of the cell led to the 2
cm2 Pd cathode of various thicknesses (0.025 to 0.5 mm). A dense 1.7-6.5 µm Au film was sputtered on the backside
of the Pd. A 200 Å layer of Cr was used to adhere the Au to the Pd. While the anode–cathode spacing was adjustable,
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a spacing of 2 cm was used in these experiments. To measure charged particles an SSB was placed∼ 2 mm away from
the cathode. The SSB was optimized to detect charged particles up to about 8 MeV. Particles with energies above this
would still be detected but some energy information would be lost. The Teflon cell held ∼150 cm3 of electrolyte. The
electrolyte consisted of 0.1 M LiOD in various mixtures of H2O and D2O. The anode/cathode current density was held
at 150 mA cm−1 for all studies. No excess heat or nuclear fusion products were detected for any of the samples tested.
Figure 10b shows a charged particle spectrum obtained for a thin Pd cathode. A background spectrum was obtained by
turning off the cell current. The resultant spectrum was virtually identical to that obtained while the cell was operating.

There are several possible reasons why no charged particles were detected by the SSB in the Ziegler et al. exper-
iments. In their publication they indicate that the Pd that was used was 99.9% pure [65]. However, the source of the
Pd was not indicated and, has been discussed vide supra, not all Pd is LENR active. The fact that no heat was detected
using the thermocouple attached on the top of the Pt anode indicates that the Pd was not LENR active. TRIM (TRans-
port of Ions in Matter) [66] calculations of 8 MeV protons, 8 MeV alphas, and 3.02 MeV protons through the cathodes
used by Ziegler et al. were done. The cathodes used by Ziegler et al. had three layers—Pd (0.025-0.5 mm thick), Cr
(200 Å thick) and Au (1.7-6.5 µm thick). Plots of some of these calculations are shown in Figures 10c–f. Charged
particle formation can occur anywhere inside the lattice but in these calculations the charged particle is formed at the
surface of the Pd in contact with the electrolyte. These charged particles can also travel through the lattice in any
direction—forward, backwards, and sideways. Particles traveling sideways or backwards away from the SSB will not
be detected. In these calculations we only looked at particles that were traveling in the forward direction towards the
SSB. For 0.5 mm thick Pd, calculations show that the 8 MeV protons and alphas cannot exit the cathode unless they
were formed very close to the Pd/Cr interface, Figure 10c. The same would be true of 3.02 MeV protons. For 25 µm
thick Pd, 8 MeV protons will go through but an 8 MeV α formed at the cathode/electrolyte interface will not, Figure
10d. However, this calculations shows that if the 8 MeV alpha formed deeper inside the cathode near the Cr/Au layers
(≥ 8.4 µm from the cathode/electrolyte/interface), it could go through and impact the SSB. Calculations done for 3.02
MeV protons indicate that these protons can go through a 25-µm thick Pd foil, 200 Å Cr film, and 1.7–6.5 µmAu film.
If the Pd foil had been LENR active, the d(d,p)t reaction does not correlate with the heat and is a minor secondary
reaction.

Another consideration is D flux and cathode reaction surface area both discussed vide supra. The cathodes prepared
by Zeigler et al. had an Au film sputtered on the side that faced the SSB. This Au film will impact D flux through the
lattice. The surface area of the Ziegler et al. cathodes was 2 cm2 and they detected no energetic charged particles. In
the neutron detection experiments done at BARC [46] and by Ilić et al. [47], the surface areas of the cathodes were
300 and 20.4 cm2, respectively. While neutrons were detected in the BARC experiments none were detected in the
Ilić et al. experiments. Furthermore the autoradiography of TiDx chips discussed vide supra showed small numbers
of localized “hot spots” where tritium production had occurred [50]. This is likely true for Pd as well as evidenced by
crater formation in cathodes that produced heat [48]. If so, the rate of proton production may be too low to detect by
an SSB in real time.

5.3. X-ray/γ-ray Detection of Energetic Particles

Attempts have been made to detect charged particles using X-ray and γ-ray detectors. One such effort was made by
Salamon et al. [27]. There had been reports of excess tritium production [46, 50, 67]. The most likely source of tritium
in the fusion channel d(d,p)t which would occur inside the Pd lattice. Salamon et al. [27] explored Coulomb excitation
[68] to detect these protons. Given the configuration of the experiment, shown in Figure 3a and b, this was probably
the only way feasible to measure these protons. Coulomb excitation is a process of inelastic scattering in which a
charged particle transmits energy to the nucleus through the electromagnetic field [69]. This process can happen at a
much lower energy than that necessary for the particle to overcome the Coulomb barrier and is shown schematically in
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Figure 11. (a) Schematic illustration of a projectile, p, being scattered in the Coulomb field of an infinitely heavy target nucleus [69]. For a given
beam velocity β, the impact parameter b depends on the scattering angle θ. (b) Electric-quadrupole (E2) γ-ray lines from the isotopes of Pd, excited
by 3.02 MeV protons, as measured by a 3 x 3 in NaI detector [27]. The three lines at 0.37, 0.43, and 0.51 MeV are assigned to 110Pd, 108Pd, and
106Pd, respectively.

Figure 11a [69]. The range of a 3.02 MeV proton is ∼ 31 µm. As they traverse through the Pd, the 3.02 MeV protons
will cause Coulomb excitation of the even-numbered isotopes of Pd resulting in the spectrum shown in Figure 11b
[27]. No signal was observed as Salamon et al. [27] monitored the cells during electrolysis in the Pons–Fleischmann
laboratory.

To obtain the spectrum shown in Figure 11b, a 3-mm target of natural Pd was exposed to a beam of 3.02 MeV
protons generated by a Van de Graaff accelerator. The flux of protons to generate this spectrum was not indicated. To
generate ≥ 3 MeV protons, Van de Graaff accelerators operate anywhere from 0.2 µA to 3 mA [70]. This current is
proportional to the rate at which the protons are generated. Using the lower value of 0.2 µA, the generation rate of
protons would be 1.25×109 particles s−1 (pps). Such generation rates have not been observed in the Pd/D system. As
was discussed vide supra, BARC [46] measured a ∼20,000 increase in their tritium activity (initial and final tritium
activities were 0.075 nCi mL−1 and 1.5 µCi mL−1, respectively). Tritium, from the d(d,p)t channel, showed an activity
of 1.5 µCi that is equivalent to 5.55×104 decays s−1—more than four orders of magnitude lower than the protons
generated at the lowest setting of a Van de Graaff accelerator (0.2 µA). Other measurements of tritium activity for
Pd/D electrolytic cells were significantly lower than what was reported by BARC. Consequently, it is highly unlikely
that it would have been possible for Salamon et al. to measure 3.02 MeV protons in real time using this method of
Coulomb excitation.

Attempts were made to detect Pd X-rays resulting from the refilling of the K shell electron orbits ionized by the
passage of charged particles through the Pd lattice. Both Bennington et al. [71] and Deakin et al. [72] used lithium
drifted silicon, Si(Li), detectors to detect these X-ray emissions in real time. A schematic of the electrolytic cell used
by Bennington et al. [71] is shown in Figure 12a. The cell had a thin Mylar window. The Pd disc cathode was 1.5
mm thick and 20 mm in diameter. A gap between the Pd cathode and Mylar window was less than 1 mm. A peristaltic
pump was used to circulate the electrolyte to prevent the trapping of gas bubbles between the cathode and the Mylar
window. As shown in Figure 12a, the Si(Li) detector was placed on the other side of the window so that only a small
amount of electrolyte and Mylar separated it from the possible source. They estimated that the absorption of the Pd
K shell X-rays by water, Mylar, and air would be 6%. A calibration run was performed by placing a 150 nCi 241Am
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Figure 12. (a) Schematic of the thin walled electrolytic cell used by Bennington et al. [71] to look for X-rays in palladium when electrolytically
charged with deuterium. (b) A calibration run using a 150 nCi α source in contact with the back of a 0.1 mm Pd foil [71]. The Pd Kα and Kβ lines
of Pd are indicated. (c) Schematic of the electrolytic cell used by Deakin et al. [72]. X-ray spectra measured when the Pd foil was irradiated with a
Ba X-ray source (d) and after 333 h of electrolysis (e). The Pd X-ray line was in the background.

α source against a 100µm thick Pd foil that was in contact with the Si(Li) detector. The resultant spectrum is shown
in Figure 12b. A schematic of the cell used by Deakin et al. [72] is shown in Figure 12c. This cell was constructed
of Pyrex glass with a thin blown Pyrex window. The Pd foil cathode was 50 µm thick and had an area of 1 cm2 and
was pressed against the thin Pyrex window. As shown in Figure 12c, the Si(Li) X-ray detector was placed on the
other side of the thin Pyrex window. To demonstrate that Pd K shell X-rays could be detected, a Ba X-ray source was
used to stimulate the emission of these Pd K shell X-rays, Figure 12d. It was also shown that the room background
radiation caused the Pd cathode to fluoresce and a weak line due to Pd K shell X-rays was present as an artifact in
the background, Figure 12e. It should be noted that in both sets of experiments no X-rays above background were
detected.

As was discussed vide supra, Li et al. [61] had demonstrated that Pd/D2 produced energetic particles using CR-
39 detectors. Likewise Mosier-Boss et al. [73] also used CR-39 detectors to register energetic particles in Pd/D
co-deposition experiments. The main difference between CR-39 detectors and Si(Li) detectors is that the former is
a constantly integrating detector and the latter operates in real-time. Forsley et al. [74] conducted experiments to
investigate this apparent discrepancy between the two kinds of detectors in measuring energetic particles in LENR
experiments. In one set of experiments, they placed a 1 µCi 241Am source in contact with a 25-µm thick Pd foil.
Using an HPGe detector with a Be window, they obtained a spectrum of the Pd Kα and Kβ X-ray lines. They then
placed a 560-µm thick Cu sheet between the Pd foil and the 241Am source. A Cu sheet of this thickness will prevent
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Figure 13. (a) Schematic showing the orientation of the Pd foil, 210Po source, and HPGe used to obtain the spectra shown in (b) [74]. (b) 210Po-
Pd experiments conducted by placing the samples in a Pb cave and in direct contact with the HPGe detector where: i = Pd foil, ii = 210Po source, iii
= Pd foil in contact with 210Po source, iv = a 100 µm thick acrylic film is between the Pd foil and the 210Po source. Spectra are time-normalized
[74]. The blue bars indicate the gamma lines of the unknown contaminant(s) and the red bar indicates the Pd Kα shell X-ray. (c) Plot of the %
absorption of Pd X-rays as a function of Pd thickness. The thicknesses of the Pd foils used by Bennington et al. [71], Deakin et al. [72], and Forsley
et al. [74] are indicated.

the 241Am α particles from reaching the Pd foil. However, they still observed the Pd Kα and Kβ X-ray lines in the
spectrum indicating that something else, that was much more penetrating than the 241Am α particles, was stimulating
the emission of the Pd X-ray lines. Besides emitting α particles, 241Am emits a γ-ray at 59.54 keV [75]. It was
observed that when the 241Am source was in contact with the Pd foil, the intensity of this γ-ray decreased indicating
that it was being absorbed by the Pd foil. This, and the fact that γ-rays are more penetrating than α-particles, indicates
that the stimulation of the Pd X-ray lines is primarily due to the 59.54 keV γ-ray.

Forsley et al. [74] repeated the experiments using a 0.1 µCi 210Po source in place of the 241Am source. Figure
13a is a schematic of the experimental arrangement used to obtain the spectra in Figure 13b. Figure 13b(i) shows the
spectrum of the 25-µm thick Pd foil. A small peak due to the Pd Kα is observed. This peak is due to background
radiation stimulating the emission of the Pd Kα X-ray line. The spectrum of the 210Po source is shown in Figure
13b(ii). 210Po is supposed to be a pure α source [75]. However, as can be seen there are two lines at 14.8 and 21.9 keV
due to an unidentified contaminant(s) in the source. Another line due to a contaminant(s) was also seen at 122 keV (not
shown) [74]. Figure 13b(iii) is the spectrum obtained when the 210Po source was in contact with the Pd foil. Emission
of the Pd Kα line is stimulated by the background, the 210Po α particles, and the γ-rays (primarily the 122 keV line)
from the unknown contaminant(s). To eliminate the contribution of the 210Po α particles, a 100 µm thick acrylic film
was placed between the Pd foil and the 210Po source. The resultant spectrum is shown in Figure 13b(iv). Assuming
that the background, 210Po α particles, and unknown γ-rays contribute additively to the Pd Kα X-ray emissions of
the Pd - 210Po sample, the peak area due to the 210Po α particles is 1.163×10−4 and, for a 0.1 µCi source, this is
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proportional to 3700 decays s−1. This rate of particle production is more than two orders of magnitude greater than
has been observed from the CR-39 experiments [61, 73]. Consequently, the increase in peak area due to such a low
rate of particle production would be too low to see in the measured spectrum.

Self-absorption may be another reason why no emissions above background were observed in the electrolysis
experiments. In the experiments done by Deakin et al. [72] and Forsley et al. [74], the background radiation stimulated
the emission of Pd Kα X-rays. In contrast the background radiation did not stimulate the emission of Pd Kα X-rays
in the Bennington et al. [71] experiment. The cathode used by Bennington et al. was 1.5-mm thick while those used
by Deakin et al. and Forsley et al. were 50 and 25 µm thick, respectively. The % X-rays absorbed as a function of
Pd thickness was calculated and plotted in Figure 13c [74]. From this it can be seen that the 50 µm thick foil used
by Deakin et al. would absorb 55.8% of the X-rays while that used by Bennington et al. will absorb 100%. It is
interesting to note that to obtain the spectrum shown in Figure 12b Bennington et al. [71] irradiated a 0.1 mm thick Pd
foil with an 241Am α source and not the 1.5 mm thick Pd cathode used in the electrolysis experiment. A 0.1-mm thick
Pd foil would have absorbed 80% of the Pd X-rays.

6. CONCLUSIONS

On November 8, 1989, John Huizenga submitted the Final Report of the Cold Fusion Panel [76] to the Energy Research
Advisory Board (ERAB) of the DoE. This report was a culmination of members of the Panel participating in the
Workshop on Cold Fusion in Santa Fe, NM; visiting several laboratories; examining many published articles and
preprints; and participating in many discussions over a six month period. The report indicates that they visited the
Pons–Fleischmann and Wadsworth laboratories at the University of Utah; the Jones laboratory at Brigham Young
University; the Appleby, Martin, and Bockris laboratories at Texas A&M University; the Lewis laboratory at Caltech;
the Huggins laboratory at Stanford University; and McKubre of SRI International (at EPRI). The report also indicated
that detailed queries were made of other investigators by telephone. However, the ERAB committee failed to visit
Martin Fleischmann, the main scientist behind the Cold Fusion discovery. Some of the negative and positive results
discussed in this communication were referenced in this final report. The members of the Panel seem to have taken
the experimental results at face value and did not question how the experiments were carried out, the instrumentation
used, or the data analysis. As has been discussed in this communication some of the early experiments that gave
negative results were seriously flawed. Based on the examination of published reports and several site visits, the
Panel concluded that there was no convincing evidence that the excess heat produced in calorimetric cells would be
useful sources of energy nor was there convincing evidence to associate the reported heat with a nuclear process.
These conclusions were based on the discrepancy between the claims of heat production and the failure to observe
commensurate levels of fusion products, which should be by far the most sensitive signatures of fusion. The Panel
further said that cold fusion should not be possible based on established theory. This goes against Kolthoff’s adoption
of his advisor, Schoorl’s, adage towards research [77], “Theory guides, experiment decides.” There is supposed to be a
synergistic relationship between theory and experiment. A theory is usually expected to explain existing experimental
results and to predict new results, while an experiment is usually expected to check the validity of existing theories and
to gather data for modifying them [78].

In the preamble of their 1989 final report [76], the Panel said, “Ordinarily, new scientific discoveries are claimed
to be consistent and reproducible; as a result, if the experiments are not complicated, the discovery can usually be
confirmed or disproved in a few months. The claims of cold fusion, however, are unusual in that even the strongest
proponents of cold fusion assert that the experiments, for unknown reasons, are not consistent and reproducible at the
present time.” The lack of reproducibility is not unusual in a newly emergent field. This was particularly true of the
semiconductor industry. The parallels between irreproducibility in cold fusion and transistors/integrated circuits has
been well documented by Rothwell [79, 80]. Today there is great concern over reproducibility in biomedical research
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[81-83]. For better or for worse, experimental reproducibility is the coin of the scientific realm. Loscalzo [83] summed
up the situation with the following:

From a more practical perspective, reproducibility is a means by which to reduce the tentative nature of an initial
scientific observation. The implicit assumptions of tests of reproducibility are that if an initial observation is found
to be reproducible, then it must be true; and if an initial observation is found not to be reproducible, then it must be
false. While the logic of these concepts is unimpeachable, we should not conflate scientific truth and reproducibility.
As Jonah Lehrer pointed out recently, “Just because an idea is true doesn’t mean it can be proved. And just because
an idea can be proved doesn’t mean it’s true. When the experiments are done, we still have to choose what to believe
[84].”

Interestingly, the Panel in 1989 [76] acknowledged that neutrons near background levels had been reported in some
D2O electrolysis and pressurized D2 gas experiments, but at levels 1012 below the amounts required to explain the ex-
periments claiming excess heat if one assumes conventional high temperature deuterium plasma fusion. Significant
contemporaneous and subsequent research suggests other factors come into play [85]. This communication has dis-
cussed some of those experimental results. However, the Panel [76] concluded that “Although these experiments have
no apparent application to the production of useful energy, they would be of scientific interest, if confirmed.” One does
not expect electrolysis or gas pressurization experiments to produce neutrons. Where was the scientific curiosity to
elucidate why or how these neutrons were produced?

As was discussed in this communication, we have a better understanding as to why LENR/cold fusion results have
been hard to replicate and we can explain why so many scientists failed in their attempts. Not all samples of Pd or Ti
are equal. Even if a given sample of Pd or Ti has the potential of being LENR active, certain conditions, i.e. high D-
loading and high D flux within the lattice, must be met in order to induce the effect. Furthermore, not all sites within the
metal are going to be active. Yet, not knowing any of this and after only six months of investigation, the Panel in 1989
declared that the phenomenon would not be a useful energy source. In 1989, experiments were being conducted using
relatively small samples. The technology was nascent and more research was needed to understand the phenomenon
before it could be turned over to the engineers for scale up to make a practical energy source. Without this research,
it is not possible to gauge how much power LENR could potentially generate once the conditions to initiate the effect
have been optimized. In the time since the 1989 DoE report, we have learned more about the metallurgy of Pd and have
developed metallurgical treatments that facilitate absorption and hydrogen mass transfer into the Pd lattice [86-88]. It
is expected that, given time and resources, we would have learned how to process the metal to make more sites that
are LENR-active and to increase the reproducibility. Additional work would have been done to optimize triggering
methods. As it is we have learned that magnetic fields [89-91], additives [90] and laser-excitation [90, 92-94] can
stimulate the effect. That we have come this far without the necessary funding and resources is a testament to the
fortitude and dedication of scientists worldwide who have conducted LENR research.
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Interpreting CR-39 Detectors used in Pd/D Co-deposition: Nuclear
Generated Tracks or Artifacts?
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Abstract

In this communication we summarize relevant results obtained for CR-39 detectors used in Pd/D co-deposition experiments. These
results include evidence of neutrons, notably 14.1 MeV neutrons, and control experiments to rule out chemical/mechanical damage
as the source of the pitting. The SRI replication is discussed. The CR-39 detectors used in this replication underwent exhaus-
tive analysis by noted CR-39 experts from NASA and the Russian Academy of Sciences. We also address alternative explana-
tions offered by other researchers as to the source of the pitting in CR-39 detectors used in Pd/D co-deposition. These include
deuteroxide/O2 attack, shockwaves resulting from D2/O2 recombination, and corona discharge. We also explored why the pits are
primarily circular in shape and why the emission of Pd K shell X-rays is not observed.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Controls, CR-39, Energetic particles, Pd/D co-deposition

1. Introduction

CR-39 is a highly cross-linked, thermoset polymer that is inexpensive, chemically resistant, and exhibits both high
abrasion and impact resistance. Its most common use is in optics, in particular the lenses of eyeglasses. However,
CR-39 is also widely used as a solid state nuclear track detector (SSNTD) in the inertial-confinement-fusion (ICF)
field to detect the energetic charged particles and neutrons created upon laser compression of the DT fuel capsule [1].
One primary reason for its use is that CR-39 is not affected by the electromagnetic pulse (EMP) that disables electronic
detectors in an ICF experiment. Besides cost and ruggedness, other properties that make CR-39 attractive for use in
the ICF field are its integrating capability and degree of charge and energy discrimination [2]. These same attributes
make CR-39 ideal for use in the detection of energetic particles in the Pd/D system. Such energetic particles have been
detected, using CR-39 detectors, in both gas loading [3] and electrolytic [4–8] loading experiments. In the gas loading
experiments [3], bulk Pd foils were in direct contact with the detectors. In some electrolytic loading experiments [6,8],
bulk Pd foils or films were in contact with CR-39 detectors during electrolysis. For other experiments, electrolytically

∗Corresponding author. E-mail: pboss@san.rr.com.

© 2021 ISCMNS. All rights reserved. ISSN 2227-3123
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loaded Pd/D foils were removed from solution and placed in contact with CR-39 to detect energetic particles during
exothermic desorption of deuterium out of the foils [4,5,7].

In 2006, we began conducting experiments using CR-39 detectors during Pd/D co-deposition. In Pd/D co-
deposition, Pd is electroplated, in the presence of evolving deuterium gas, onto a non-hydriding electrode surface.
In these experiments, the CR-39 detector is placed in close proximity to the cathode since charged particles do not
travel far through water [9]. Linear energy transfer (LET) curves indicate that a 10 µm thick film of water can stop
a 1.8 MeV alpha particle. Tracks in CR-39, on both the front and back surfaces, have been obtained in the Pd/D co-
deposition experiments [10]. The optical properties of the Pd/D co-deposition generated tracks were the same as those
observed for nuclear generated tracks [9,10]. Specifically, when the microscope optics were focused on the surface of
the detector, the tracks are dark in color and either circular or elliptical in shape. When the microscope optics were
focused inside the tracks, bright points of light are observed for both the Pd/D co-deposition and the nuclear-generated
tracks. These bright points are due to the rounded bottom of the track acting like a lens when the detector is backlit.
The Pd/D co-deposition and nuclear generated tracks both exhibit high optical contrast. The optical contrast, shape,
and bright spot in the center of the track are used to differentiate real particle tracks from false events which tend
to be lighter in appearance and irregular in shape. A series of control experiments showed that the tracks were not
due to radioactive contamination of the cell components. Experiments indicated that the pitting was not due to me-
chanical or chemical damage. Despite these efforts, it has been suggested, over the years by several researchers, that
the pitting observed in the detectors after Pd/D co-deposition are not due to nuclear events occurring within the Pd
lattice. Rather they are due to shockwaves resulting from D2/O2 recombination, corona discharge, and/or mechani-
cal/chemical damage. The question was raised that, if all these charged particles were being created, why were no K
shell X-ray emissions from Pd observed? In this communication, we address these, as well as other, issues brought up
by researchers on the interpretation of the CR-39 results obtained as a result of Pd/D co-deposition.

2. Summary of Relevant Pd/D Co-deposition Results

2.1. Pd/D Co-deposition on Ni screen

Our early experiments used Ni screen as the cathode [9]. The Ni screen was placed in contact with the CR-39 detector.
Both the detector and the Ni screen cathode were immersed in the PdCl2–LiCl–D2O solution and Pd was then plated
out in the presence of evolving deuterium gas. Upon completion of the experiment, the cell was taken apart and the
CR-39 detector was etched in a 6.5 M NaOH solution at 65–72◦C for 6–7 h. Figure 1a is a photograph taken of the
detector. The photograph shows an impression of the Ni screen. A photomicrograph of the detector obtained at 20×
magnification, after etching, is shown in Fig. 1b. No tracks were observed and the area around the hollows appear to
be swollen. A few months later another photomicrograph was obtained at 20× magnification, Fig. 1c. This image
shows that the swelling has increased. No such swelling was observed in detectors that showed either track damage or
chemical damage caused by reaction with either hydroxide or oxygen. Swelling and an impression of a screen have
been observed for a detector that had been wrapped with a metal screen and exposed to a 137Cs γ-ray source, which
has a characteristic 662 keV peak. This suggests that the damage shown in Fig. 1a–c was due to exposure to either X-
or γ-rays.

There have been previous reports of X-ray emission by Pd/D substrates as measured using photographic film
[11,12], HPGe γ-ray and Li-doped Si X-ray detectors [13,14], and CaF2 thermoluminescence dosimeters [3]. The
results of these experiments have shown that some radiation is emitted in the Pd/D and Pd/H systems but that the
energies of these emissions were indeterminant. For experiments monitored using HPGe and Li-doped Si detectors
an increase in count rate and a broad energy distribution were observed. Figure 1d shows fogging of photographic
film after a Pd/D co-deposition experiment was conducted on the Ag disk of a piezoelectric crystal [9]. Not only can
the circular shape of the cathode be seen, but the emission of X-rays is not homogeneous. The swelling observed in
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Figure 1. Phtograph of a CR-39 detector that was used in a Pd/D co-deposition experiment conducted on a Ni screen cathode in the absence of
an external magnetic/electric field. (b) and (c) Photomicrographs of the circled area shown in (a) obtained at a magnification of 20× where (b)
was taken right after etching the detector and (c) was taken several months later. (d) Fogging of photographic film after three day exposure to Pd
deposited on a Ag disk cathode (a thin sheet of Mylar separated the film from the cathode). (e) Structure of CR-39.

the CR-39 detector results from scissioning of the molecular chains by irradiation with γ- and X-rays [15,16]. The
bond breaking gives rise to free radicals, water molecules, and gaseous products [15]. In the case of CR-39, whose
structure is shown in Fig. 1e, bond breaking, caused by irradiating the plastic with γ- or X-rays, produces CO2. The
trapped gas causes swelling of the resin [17]. Additional experiments have been done exposing CR-39 to increasing
doses of gamma-ray irradiation [18]. In these experiments the bulk etching rate and etch-pit diameter of tracks was
measured. It was found that for doses≤ 100 Gy (or 104 rad), no change in etch rate or etch pit diameter was observed.
However, for doses >104 rad, both the etch rate and etch pit diameter increased indicating that a dose of 104 rad is
the threshold for damage due to X-/γ-ray irradiation to occur. This is in agreement with the Cu metal screen wrapped
CR-39 detector-137Cs γ source experiments briefly described above. In one experiment, the metal screen covered
CR-39 detector was exposed to a 137Cs source for 25 days. A 0.25 cm plastic block, used to block the 511 keV betas
emitted by the source, separated the detector from the γ source. After 25 days of exposure, the etched CR-39 detector
showed no damage indicating that the dose was <104 rad. However, after a much longer exposure, etching showed that
the surface of the detector in close proximity to the γ-ray source exhibited swelling and the waffle-like impression of
the metal screen indicating that the dose was >104 rad. Likewise, the dose to create the damage shown in Figures 1a-c
is estimated to be ≥ 104 rad.

Significantly different results were obtained when Pd/D co-deposition on a Ni screen cathode was done in the
presence of either an external electric or magnetic field [9]. In these experiments, the external electric/magnetic field
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Figure 2. Photomicrographs of a CR-39 detector that was used in a Pd/D co-deposition experiment conducted on a Ni screen cathode in the
presence of an external magnetic field. Magnifications are (a) 20× and (b), (c) 200×. The areas obtained at higher magnification in (a) are
indicated.

was applied after the Pd had plated out on the Ni screen. The electric field typically used was 6000 V DC with a
∼6% AC component ripple that allowed for magnetic coupling into the cathode. Photomicrographs of the detector
used in a magnetic field experiment are shown in Fig. 2. Similar results were obtained when an external magnetic
field was applied. Figure 2a shows a photomicrograph taken at 20× magnification. No swelling of the detector is
observed. Damage to the CR-39 detector is observed where the Pd deposit was in contact with the surface of the
plastic. The jagged outlines of the Ni screen can be seen. Figure 2b shows part of this outline at higher magnification
(200×). A large number of circular pits is observed. As shown in Fig. 2a, the density of pits is greater where the Pd
deposit is thickest. This is especially true inside the eyelets of the Ni screen. Figure 2c shows the pits in an eyelet
at a magnification of 200×. In 2006, this image was shown to Samuel Roberts, a senior laboratory engineer at the
University of Rochester’s Laboratory for Laser Energetics (LLE) involved in the developing of CR-39 analytics and is
an expert in the interpretation of CR-39 [1,2,19,20]. Based upon the energy deposition curve of CR-39, he estimated
that the tracks were caused by very low energy alphas (<500 keV) and very high energy protons (>7 or 8 MeV).

Additional experiments were done using higher Z substrates (Ag, Pt, and Au wires) as cathodes for Pd/D co-
deposition [9]. Figure 3a and b show photomicrographs obtained for a CR-39 detector used in a Pd/D co-deposition
experiment on a Ag wire cathode in the absence of either an external magnetic/electric field. In contrast with the Ni
screen experiments, the higher Z cathodic substrates do not require an external electric or magnetic field to generate
pits in the CR-39 detector. Regardless of the high Z cathode substrate used for Pd/D co-deposition, cloudy areas were
observed where the Pd-coated wires were in contact with the detector, Fig. 3a. Higher magnification shows that within
these cloudy areas there are copious numbers of pits. The density of pits decreases the further away one gets from
where the Pd deposit was in contact with the detector. In areas where the density of pits is low, Fig. 3b, it can be seen
that there are both large and small pits as well as a triple pit, indicated by an arrow. The significance of triple pits, or
tracks, will be discussed vide infra. The difference between Ni screen and higher Z metal wires could be attributed
to either the electrode substrate or to the current density (individual wires will exhibit a higher current density than
a screen). To rule out current density, an experiment was done where Au was electroplated on the Ni screen. Then
Pd/D co-deposition was done on this Ni/Au cathode that was in contact with a CR-39 detector. Pits were obtained
as shown in Fig. 3c. This implies that the difference is due to some metallurgical property of the cathode materials.
Given that external magnetic/electric fields induce track formation in Ni screen, magnetic properties of metals may
play a role. Of the cathode materials used in these studies, Ni is ferromagnetic, Ag and Au are diamagnetic, and Pt
and Pd are paramagnetic. Consequently, Ni would be more strongly influenced by a magnetic field than the other
metals. DeChairo et al. [21] ran spin-polarized density functional theory (DFT) calculations showing that strained
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layer ferromagnetism played a role in inducing low energy nuclear reactions (LENR). This correlation needs to be
investigated further as it may provide a way to control and increase LENR reproducibility.

Subsequent experiments focused on showing that the tracks observed in the CR-39 detector were not due to either
mechanical or chemical damage and to identify the particles responsible for creating the tracks as well as their energies.
Little effort was made on determining emission rates. Because CR-39 detectors are integrating detectors, it is not
known when track formation occurs during electrolysis. This is a clear disadvantage of these types of detectors.
However, when an event occurs, it is permanently stamped on the plastic. While it will not be known when the events
occurred, the signal will not be averaged away and the number of events recorded in the plastic becomes statistically
significant. This is particularly true since others have shown that the production of neutrons [22] and tritium [23–25]
in the Pd/D system occurs in bursts.

2.2. Summary of control experiments

A series of control experiments showed that the pits in the CR-39 detectors were not due to radioactive contamination
of the cell components nor to mechanical or chemical damage [9]. The experiments are summarized in Table 1. The
time duration of these control experiments were the same as that used in the Pd/D co-deposition experiments. No
pitting was observed when cathode substrates and PdCl2 powder were placed in contact with CR-39 or when a CR-39
detector was immersed in the PdCl2–LiCl–D2O plating solution. Consequently, the pitting was not due to radioactive
contamination. To verify that pitting in CR-39 detector was not caused by the evolution of D2 bubbles or the reducing
conditions of the cathode, electrolysis experiments were conducted by wrapping either a Ni or a Cu screen around

Figure 3. (a and b) Photomicrographs of a CR-39 detector that was used in a Pd/D co-deposition experiment conducted on a Ag wire cathode in
the absence of an external electric/magnetic field. Magnifications are (a) 20× and (b) 500× (arrow indicates a triple track). (c) Photomicrograph
of a CR-39 detector that was used in a Pd/D co-deposition experiment conducted on a Ni/Au screen cathode in the absence of an external mag-
netic/electric field. Magnification is 200×. (d) and (e) Photomicrographs of CR-39 detectors used in Ag/Pd/D co-deposition in H2O and D2O,
respectively. Magnification is 200×. The H2O and D2O experiments were done in an external electric and magnetic fields, respectively.
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a CR-39 detector. This cathode/CR-39 composite was immersed in a solution of LiCl in D2O and electrolysis was
done by applying a cathodic current of 50 mA. Vigorous gas evolution was observed on the cathode, more so than was
observed for Pd/D co-deposition. After etching, no pits were observed where the Ni/Cu screen had been in contact
with the detector nor was there an impression of the Ni/Cu screen on the surface as had been observed for Pd/D co-
deposition done on Ni screen in the absence of an external magnetic/electric field. These results indicate that the pits
are not due to the impingement of D2 gas bubbles on the surface of the CR-39 or from reactions between D2 and CR-
39. Because the D2 and O2 gases were free to mix in these experiments, the pitting is not due to reactions between O2

and CR-39.

Table 1. Summary of control experiments done.

Experimenta Results of CR-39b
Pd, Ag, Au, and Pt wires in contact with CR-39 im-
mersed in H2O, no electrolysis

No pits observed, no impression of the wires

PdCl2 powder placed on top of CR-39, no electrolysis No pits observed
CR-39 detector placed in PdCl2-LiCl-D2O plating solu-
tion, no electrolysis

No pits observed

Cu screen on CR-39 immersed in LiCl-D2O solution,
electrolysis at I = −50 mA

No pits observed, no impression of the screen

Ni screen on CR-39 immersed in LiCl-D2O solution,
electrolysis at I = −50 mA

No pits observed, no impression of the screen

Ag wire on CR-39 immersed in CuCl2-LiCl-D2O plat-
ing solution, same electrolysis profile used in Pd/D co-
deposition

No pits observed. Observe a shallow groove in the de-
tector where the wire and metal deposit were in contact
with the detector. No swelling around this groove was
observed with time

Ag wire on CR-39 immersed in NiCl2–LiCl–D2O plat-
ing solution, same electrolysis profile used in Pd/D co-
deposition

No pits observed. Observe a shallow groove in the de-
tector where the wire and metal deposit were in contact
with the detector. No swelling around this groove was
observed with time

Ag wire on CR-39 immersed in PdCl2–LiCl–H2O plat-
ing solution, same electrolysis profile used in Pd/D co-
deposition, experiment done in an external electric field

See hollow where Pd that was deposited on the wire was
in contact with CR-39 detector. See bursts of pits. Den-
sity of pits far less than observed for Pd/D co-deposition

a Each experiment was conducted over a 2–3 weeks period.
b In this context, ‘no pits’ is used to indicate that the number of pits observed was not in excess to what was commonly observed

as a result of background emissions. Also what pits were observed were not directly associated with the placement of the
cathode substrate on the detector.

A co-deposition experiment was done on a Ag wire in H2O in the presence of an external electric field [9]. Visual
examination of the detector, after etching, showed sparse patches of cloudy areas along the length of the Ag/Pd wire.
Figure 3d shows one such patch at a magnification of 200×. Although tracks are observed in this patch, the track
density is at least three orders of magnitude less than was observed for D2O co-deposition in an external magnetic
field, Fig. 3e. These results are also consistent with the reports of energetic particles for light water electrolysis
experiments using thin Pd foils [6].

The most notable of all these control experiments was the electroplating of Cu or Ni instead of Pd. In the Pd,
Cu, and Ni electroplating experiments, a metal is plating out in the presence of evolving D2 gas on the cathode. At
the anode, O2 and Cl2 gas evolution occurs. The Pd, Cu, and Ni deposits exhibit similar morphologies. The only
significant difference between these systems is that Pd absorbs deuterium at ambient temperatures and pressures, but
Cu and Ni do not, as shown when the current is turned off. The Pd deposit formed from Pd co-deposition vigorously
out gases for several minutes when the current ceases. No such outgassing was observed for the Cu and Ni deposits.
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At room temperature, Ni powder absorbs about 0.45 wt.% at 4.5 MPa (44.4 atm.) H2 pressure [26]. While tracks were
observed for the Pd/D electroplating, none were observed for either the Cu/D or Ni/D electroplating system. These
control experiments indicate that the tracks observed in the Pd/D co-deposition experiments are not due to chemical
attack of the surface of the CR-39 detector by D2, O2, or Cl2 gases; or due to the metal dendrites piercing into the CR-
39. A shallow groove was observed in the CR-39 detectors used in the Cu/D and Ni/D electroplating experiments that
corresponded to the placement of the wire and metal deposit on the detector. Microscopic examination of the groove
showed that there were no pits. Likewise no swelling of this groove was observed to occur with time so the damage
is not due to γ-/X-ray damage. During electrolysis of D2O/H2O, OD−/OH− ions are formed at the cathode. These
electrochemically produced ions will etch the detector and are responsible for the formation of the shallow groove.
This also indicates that chemical damage will not cause swelling of the detector.

2.3. Evidence of neutrons: tracks on the backside and triple tracks

In addition to tracks on the front surface of the CR-39 detectors where the cathode and Pd deposit are in contact with
the detector, tracks have also been observed on the backside of the 1 mm thick detectors, Fig. 4a [10]. From LET
curves, the only energetic particles that can go through a 1 mm thick CR-39 detector are≥ 43 MeV alphas, ≥ 10 MeV
protons, or neutrons. Unlike charged particles, neutrons do not directly cause an ionization trail in the plastic. However,
neutrons can scatter elastically anywhere inside the detector, producing recoil protons, carbons, or oxygen nuclei in
the forward direction [1]. These elastic scatterings cause tracks on the backside of a CR-39 detector. Figure 4b shows
a photomicrograph of tracks in a CR-39 detector resulting from exposure to a 238PuO, broad-spectrum neutron source.
In both photomicrographs shown in Fig. 4, it can be seen that the tracks are primarily circular in shape. However,
some tracks are circular with a small tail. These are recoil protons that have interacted with the CR-39 at an angle less
than 90º. Small tracks are also observed in these photomicrographs. Since neutron interactions can occur anywhere
throughout the CR-39 detector, these smaller tracks are attributed to neutron-plastic interactions that occurred deeper
inside the CR-39 detector.

Besides scattering, energetic neutrons can also react with a carbon in the CR-39 to create a metastable 13C atom,
which then shatters into three alpha particles. [1]. The residuals of this reaction can be viewed in the CR-39 detector
as a three-prong star where each prong represents each charged particle reaction product [27]. The threshold energy
of the neutron required to shatter a carbon atom to form a three-prong star is 9.6 MeV [28]. Triple tracks have been
observed in CR-39 detectors used in Pd/D co-deposition experiments. An example of such a triple track is shown in
Fig. 5a [29]. This triple track is observed in an area of low track density. It is surrounded by a number of solitary
tracks. Given that the density of tracks in this region is low, it is unlikely that this triple track is due to overlapping

Figure 4. Photomicrographs, obtained at 200× magnification, of (a) the backside of a CR-39 detector used in a Pd/D co-deposition experiment
done on a Ag wire and in the presence of an external magnetic field and (b) CR-39 exposed to a 238PuO neutron source.
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Figure 5. Photomicrographs of CR-39 detectors used in a Pd/D co-deposition experiment (a and b) and a CR-39 detector exposed to a DT neutron
source (c). (a) An image of a triple track (circled) among solitary tracks obtained at 200× magnification. (b) Image of the triple track in (a) at
1000×magnification. (c) Images of DT neutron generated triple tracks similar to the one shown in (b) taken at 1000×magnification. In (b) and (c),
the left image was obtained with the optics focused on the surface of the detector. The right image is an overlay of two images taken at two focal
lengths (surface and bottom of the pits).

tracks. The track was examined at higher magnification. Figure 5b shows two images taken at different focal lengths.
The left image was taken with the optics focused on the surface of the detector. The right image is an overlay of
two images taken at two different focusing depths (surface and the bottom of the pits). The latter image shows three
individual lobes breaking away from a center point. Figure 5c shows images of triple tracks similar to one shown in
Fig. 5b that were generated by exposing CR-39 detectors to a DT fusion neutron source. The nominal energy of the
neutrons the created these tracks was 14.1 MeV.

Figure 6 shows side by side comparisons of triple tracks in CR-39 detectors produced as a result of Pd/D co-
deposition experiments that are similar to those created upon exposure to a DT neutron source [30]. No triple tracks
were observed in CR-39 detectors used in control experiments. As discussed vide supra, the left image of each set was
taken with the optics focused on the surface and the right image is an overlay of two images taken at different focusing
depths (surface and the bottom of the pits). In both the Pd/D co-deposition and DT neutron images, the images taken at
the surface look like overlapping tracks. However, by focusing the optics inside the triple tracks (right images of each
set), it can be seen that the individual lobes making up the triple tracks are emanating from a center point. According
to Roussetski [5], a CR-39 expert from the P.N. Lebedev Physical Institute of the Russian Academy of Sciences, “the
presence of three α-particle tracks outgoing from a single point allows us to separate these (carbon break-up) reactions
from other neutron interactions with CR-39 detectors.” As shown in Fig. 6, the triple tracks do not exhibit the same
shape. The lobes comprising each triple track clearly do not have the same size. This is attributed to the fact that the
n +12C reaction can proceed to the four-body final state through one or more of the following reaction mechanisms
[27]:
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Figure 6. Photomicrographs comparing Pd/D co-deposition generated triple tracks in CR-39 with those produced by a DT neutron generator. For
both sets of photomicrographs, the left image was obtained with the optics focused on the surface of the detector. The right image is an overlay of
two images taken at two focal lengths (surface and bottom of the pits). Images were taken at 1000× magnification.

n+12 C→ n′ + α+ (
8Be→ 2α), (1)

n+12 C→ α+ (
9Be→ n′ + (

8Be→ 2α)), (2a)

n+12 C→ α+ (
9Be→ α+ (

5He→ n′ + α)), (2b)

n+12 C→ (
8Be→ 2α) + (

5He→ n′ + α), (3)

n+12 C→ n′ + α+ α+ α (4)

as well as the recoil energy exceeding the binding energy being unevenly distributed amongst the reaction products.
Processes (1)–(3) are sequential decays going through different intermediate excited states and process (4) is a simul-
taneous four-body break-up. When shown photomicrographs of the Pd/D co-deposition generated triple tracks, Johan
Frenje [31], senior research scientist of MIT’s Plasma Science and Fusion Center and DoE’s expert on interpreting
CR-39 tracks, said, “I must say that the data and their analysis seem to suggest that energetic neutrons have been
produced.”

2.4. The SRI replication during the Galileo project

On Nov. 10, 2006, the New Energy Institute headed by Steve Krivit initiated the Galileo Project. The goal of the project
was to have other scientists ‘skilled in the art’ replicate the Pd/D co-deposition results obtained using CR-39. One of
the groups involved in the replication were Fran Tanzella et al. from SRI [32,33]. The SRI group did experiments with
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Figure 7. Photomicrographs obtained at 200× magnification for CR-39 detectors used in an immersion Pd/D co-deposition (a) without and (b)
with 60 µm polyethylene covers between the cathode and the detector. The time duration of both experiments was the same. (c) Measured size
distribution obtained after a 21 h etch of the CR-39 detector used in the immersion experiment. Energetic particles responsible for the tracks are
indicated. (d) Reconstruction of the protons recoil spectra from both the non-immersion D2O run (red) and 252Cf exposure (black).

the CR-39 detector immersed inside the cell with the cathode in contact with the CR-39 detector as well as experiments
with the CR-39 detector outside the cell. In the latter experiment, a 6 µm thick Mylar film separated the detector from
the cathode. For both sets of experiments, Pd/D co-deposition was done on a Ag wire cathode in the presence of an
external magnetic field throughout the course of the experiment. This deviated from the original protocol [9] which
called for application of the external magnetic field after the Pd had plated out. In the immersion experiments, a 60 µm
polyethylene film separated the cathode from the CR-39 detectors. Fukuvi-brand, Baryotrak, CR-39 detectors come
with this film which protects the detectors from mechanical damage, such as scratching, and blocks ≤ 7 MeV alphas
and ≤ 1.8 MeV protons. By blocking ≤ 7 MeV alphas, the film essentially prevents the detectors from registering
background radiation due to radon and dust particles containing uranium/thorium isotopes. The presence of this film
deviated from the original experimental protocol [9] which instructed removal of the protective film from the detector
prior to use in the Pd/D co-deposition experiments. In the ‘outside the cell’ experiment, this polyethylene film was
removed from the detector before it was pressed against the Mylar film and was held in place by magnets [33].

Figures 7a shows a photomicrograph obtained for a CR-39 detector used in Pd/D co-deposition immersion ex-
periment without the 60 µm thick polyethylene film between the detector and the cathode [32]. A high density of
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Figure 8. Size distributions measured for the front sides of (a) detector 10-5 used in the SRI immersion experiment (34,254 tracks identified) and
(b) our detector used in an ‘outside the cell’ experiment (2387 tracks identified). A microphotograph of the tracks on the ‘outside the cell’ detector
is shown (200× magnification, field of view is 500 by 600 µm).

overlapping tracks is observed. When experiments were done with the 60 µm thick polyethylene film between the
detector and the cathode, a significant decrease in the number of tracks was observed, Fig. 7b. Detectors from both
the immersion experiments and the ‘outside the cell’ experiment were subjected to sequential etching analysis [33].
Figure 7c shows the size distribution of tracks obtained after etching detectors used in the immersion experiments for
21 h. This size distribution was obtained by taking the difference of the nuclear track distribution on the front side
of the detector and that from the neutron induced proton recoil track distribution from its backside normalized to the
highest count (front −1.4× back side). Using calibration curves for protons and alphas measured as a function of
etching time, the particles responsible for the tracks were identified and are indicated in Fig. 7c. Sequential etching
of the detector used in the ‘outside the cell’ D2O experiment, showed tracks due to proton recoils from fast neutrons.
No such tracks were observed in background detectors or detectors used in light water experiments. Figure 7d shows
proton recoil spectra reconstructed from sequential etching of CR-39 detectors exposed to a 252Cf neutron source and
the detector used in the ‘outside the cell’ D2O experiment. For the non-immersed D2O experiment, the energy of the
neutrons was determined to be 2.5 MeV and the neutron count rate was estimated to be 0.6 ± 0.1 c/s.

The detectors used in the SRI immersion experiments were scanned using an automated scanner that obtained
quantitative information on the pits [32]. We had also conducted an ‘outside the cell’ experiment similar to the one
done by SRI [34]. Like the SRI experiment, Pd/D co-deposition was done in the presence of an external magnetic field
and a 6 µm thick Mylar film separated the Au and Pt cathodes from the detector that was placed outside the cell. Upon
completion of the experiment, this CR-39 detector was also scanned. The proprietary TASLIMAGE [35] software
used by the scanner makes 15 characteristic measurements of each feature in the detector. Measurements include
track length and diameter, optical density (average image contrast), and image symmetry. Based upon the measured
properties of a given feature, the software algorithms determine whether or not the feature is a track due to an energetic
particle. Figure 8a and b show the size distributions of the tracks measured for the immersion and ‘outside the cell’
detectors, respectively. Figure 8b also shows a microphotograph of the tracks obtained at 200× magnification. As can
be seen, the image shows that there are large and small tracks as well as both circular and elliptical tracks. The primary
difference between the size distributions obtained for both experiments is that there is a more than 90% decrease in
energetic particles registered on the detector used in the ‘out of cell’ experiment. One possible explanation for this
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Figure 9. Energy distribution of particles for cathode surface and obverse surface of two CR-39 detectors, designated 10-5 and 10-6, used in
immersion experiments. LET analysis was used to determine the energy distributions.

observation is that the Mylar film is blocking <0.45 MeV protons, <0.55 MeV tritons, <1.40 MeV 3He, and <1.45
MeV alphas. However, Zhou, a CR-39 detector expert from NASA Johnson Space Center, provided a more plausible
explanation that will be discussed below. The size distributions shown in Fig. 8 show two populations of tracks. For
both detectors, the majority of the tracks fall between 2–3 µm. It should be pointed out that these tracks can only be
observed with imaging systems using optics that provide highly resolved microphotographs. The second population of
tracks extends from 4 µm in diameter all the way out to 40 µm.

For the SRI immersion experiments, the scanner identified tracks on both the front and back surfaces of the de-
tectors. Zhou applied his LET analysis to the scanned data to estimate the energy released by the Pd/D co-deposition
generated particles [32]. The specie and energy distribution of the particles are summarized in Fig. 9. The LET
analysis spectrally determined that the tracks on the front surface in contact with the cathode were caused by ≥1.8
MeV protons, ≥1.8 MeV alphas, and secondary particles due to recoils from energetic protons and/or neutrons. On
the obverse surface of the detectors, the particles that created the tracks were identified as ≥11.8 MeV protons and/or
recoils from energetic protons and/or neutrons.

Figure 10. (a) Schematic of a Au cathode used in a Pd/D co-deposition experiment. (b) and (c) Photomicrographs of tracks observed under the 60
µm thick polyethylene film. A magnification of 1000× was used to obtain the images.
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In the immersion experiments done by SRI, there was a 60 µm thick polyethylene film between the Ag/Pd/D
cathode and the surface of the CR-39 detectors. The minimum energy needed to pass through the polyethylene film is
∼2 MeV for protons and∼8 MeV for alpha particles. From this Zhou [36] concluded that the alpha particles identified
on the cathode side of the CR-39 detectors are secondary particles produced by high energy primary protons and
neutrons. Consequently the 60 µm polyethylene film acts as a filter, for slower charged particles, and as a neutron or
fast proton radiator source of secondary charged particles. If this were the case, the thicker the film, the more secondary
particles there will be. To confirm this, an experiment was done using the cathode structure shown schematically in
Fig. 10a. The 60 µm polyethylene film covered half of the CR-39 detector. A 6 µm thick Mylar film then covered the
entire detector. A Au wire was placed in contact with the covered CR-39 detector. The cathode was immersed in a
PdCl2–LiCl-D2O plating solution and Pd/D co-deposition was done. After completion of the experiment, the detector
was etched. Few pits were observed on the Mylar only half of the CR-39 detector. However, a significant number of
pits were observed on the polyethylene film side, Fig. s 10b and c.

3. Alternative Interpretations of Pd/D Co-deposition Cr-39 Results

3.1. 1 Pits are the result of chemical damage by deuteroxide ions

Oriani asserted that the pits observed in the CR-39 detectors used in Pd/D co-deposition experiments were primarily
artifacts due to chemical attack by electrolytically generated deuteroxide ions [37]. He argued that these ions etch into
the plastic of the detector creating pits. If this were the case, pits would have been observed in the Pd/D co-deposition
experiments done on Ni screen in the absence of an external magnetic/electric field described vide supra. Likewise
pitting would have been observed in the Cu/Ni screen electrolysis experiments in LiCl-D2O solution and in the Cu/D
and Ni/D plating control experiments. Since no pitting was observed in these control experiments, which also produce
deuteroxide ions, then the pits observed in Pd/D co-deposition are not the result of chemical attack by these ions.
Furthermore, the experiments done with the 60 µm thick polyethylene film between the cathode and the detector still
showed pitting. This polyethylene film would have protected the detector from chemical attack by deuteroxide ions.

Additional experiments have shown that it is possible to differentiate the features due to chemical attack from those
due to energetic-particle generated pits. In our experiments we use Fukuvi brand CR-39, which is a harder form of
CR-39 and is more resistant to mechanical and chemical attack. TASL brand CR-39, TASTRAKTM [35], is softer with
a higher neutron detection efficiency. An external magnetic field, Pd/D co-deposition experiment was done with a Ag
wire in contact with the TASTRAKTM detector [10]. After etching, visual inspection of the detector showed that it
was clear where the cathode had been in close contact with it. The rest of the detector was frosty white in appearance.
Results of microscopic examination of the detector are summarized in Fig. 11. In Fig. 11a, a line delineates the
transition from the cloudy area and the region that was in contact with the Pd deposit. Figures 11b and c show images
taken in the cloudy and clear areas respectively. Where the deposit was in contact with the detector, dark circular pits
are observed. Bright spots are observed when focusing deeper into the pits. These features are consistent with what is
observed for nuclear particle generated pits. The cloudy area shows irregularly shaped, cauliflower-like features that
are shallow and show no optical contrast. These features are the result of chemical damage due to electrolysis. These
results show that CR-39 from some suppliers are more susceptible to chemical damage than others and is related to the
amount of cross-linking in the polymer.

Oriani [37] also questioned our interpretation of the triple tracks. He claimed that he had seen triple, quadruple,
and quintuple tracks in CR-39 detectors used in in his experiments. He further said, “It’s not enough to see three tracks
from one point and jump to the conclusion that that’s the disintegration of carbon-12.” To our knowledge, Oriani had
not exposed CR-39 detectors to a DT neutron source, which is what we did. As discussed vide supra, Fig. 6 shows a
side-by-side comparison of Pd/D co-deposition and DT neutron generated triple tracks. The tracks look identical and
this comparison provides support for our interpretation.
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3.2. Pits are the result of chemical damage by oxygen

Shanahan [38] has strongly suggested that O2 attack is the cause of the pitting observed in the Pd/D co-deposition
experiments. He asserts that this could be tested by “bubbling fine O2 bubbles from a glass frit over CR-39 under
otherwise identical experimental conditions.” The Cu and Ni electroplating experiment described above fits this crite-
rion and shows that O2 attack is not the source of the observed tracks in the Pd/D co-deposition system. In addition
electrolysis experiments have been done with just Ni or Cu screen used as the cathode [9]. No electroplating of Pd
was done in these experiments. The bare Ni/Cu electrolysis experiments ran the same amount of time as the Pd/D
co-deposition experiments. Vigorous D2 gas evolution was observed in these experiments. After etching, no tracks

Figure 11. Photomicrographs obtained of TASL CR-39 used in a Pd/D co-deposition experiment in the presence of an external magnetic field.
Magnification is 500×. (a) Image taken at the interface where the area above the dotted line was in contact with the cathode and Pd deposit. The
area below the dotted line is outside the cathode. (b) Image taken of a cloudy area that was not in contact with the cathode. (c) Image taken of an
area in direct contact with the Pd deposit.

Figure 12. (a) Schematic of the two chamber cell used to separate the anode and cathode. When plating was complete the magnets were placed
outside the cell as shown. (b) and (c) Photomicrographs obtained on the front and back surfaces, respectively, of the CR-39 detector used in the two
chamber cell experiment. Images were taken at 1000× magnification.
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above background were observed. These experiments indicated that the tracks were not due to O2 attack nor were they
due to the impingement of D2 gas bubbles on the surface of the detector.

An experiment has been done using a two chamber cell that separated the anode and cathode. Figure 12a shows
a schematic of the cell. This cell was used in an external magnetic field experiment. External magnets were placed
outside the cell when Pd plating was complete. There is a small gap at the bottom of the anode chamber which allows
the flow of current. The Pt anode was positioned above this gap. The purpose of this experiment was to impede the
mixing of D2 and O2/Cl2 gases generated at the cathode and anode, respectively. The evolution of Cl2 gas only occurs
during the plating phase of the co-deposition process. Tracks in CR-39 were obtained on both the front and back
surfaces of the detector, Fig. s 12b and c, respectively. The front tracks corresponded with the placement of the Au
cathode and the Pd deposit. These experiments provide further evidence that the tracks obtained as a result of Pd/D
co-deposition are not the result of O2 attack.

3.3. Pits are due to shockwaves from D2/O2 recombination

A second suggestion of Shanahan’s to explain the observed pits in CR-39 is that they are caused by shock waves
resulting from D2/O2 recombination on the Pd surface [38] He has further stated that this recombination will produce
heat. Infrared imaging of cathodes prepared by Pd/D co-deposition has shown that the cathode is the heat source and
not Joule heating [39]. The imaging has also shown that the heat generation is not continuous, but occurs in discrete
spots on the electrode. These hot spots exhibit steep temperature gradients indicating that the heat sources are of
high intensity and located very close to the contact surface. SEM imaging has shown craters and molten-like features.
The craters and ‘hot spots’ observed in the infrared imaging experiments are suggestive of ‘mini-explosions,’ which
was verified when Pd/D co-deposition was done on the Ag electrode of a Pb/Zr/Ti piezoelectric transducer. These
transducers respond to both pressure and temperature changes [40]. In these experiments, sharp downward spikes
followed by broader upward waves were observed in the piezoelectric crystal response. The downward spikes were
indicative of crystal compression while the broader upward waves were attributed to the heat pulses and the consequent
crystal expansion following the mini-explosion.

While there is evidence of‘hot spot’ and‘mini-explosion’ in Pd/D deposit, it is unlikely that they are the result of
D2 and O2 recombination. Experience has shown that once the Pd deposit is wet, recombination of the D2 and O2

does not occur. In these experiments, the Pd deposit was completely immersed in the solution. Consequently, the
occurrence ofD2/O2 recombination is implausible. Even if recombination were possible, the resultant shock wave
probably would not have sufficient energy to cause pitting in the detector as porous structures are effective in energy
absorption and shock wave attenuation [41]. Nano-structured materials, such as the deposit formed as a result of
Pd/D co-deposition, have an even greater potential for blast mitigation because of their high surface-to-volume ratio,
a geometric parameter which substantially attenuates shock wave propagation. Furthermore Bashir et al. [42] looked
at the effect of shock waves on CR-39. To create the shock waves, they used multiple pulses of a CO2 laser with an
energy of 2.5 J and a pulse duration of 200 ns. Upon exposure to these shock waves, the CR-39 detector exhibited
coherent and incoherent structures, diffraction patterns, circular fringes with corrugations and ripples, droplets, chain
like structures with cluster formation, chain folded crystallites, and hole drilling. These resultant features did not
resemble nuclear generated tracks

Our experimental results discussed above provide additional support that the pitting observed in CR-39 detectors
is not due D2/O2 recombination shock waves as the source of the pitting observed in the detectors. The two chamber
cell experiment, summarized in Fig. 12, provided a physical barrier between the two gases thereby preventing the
possibility of D2/O2 recombination from occurring. As indicated vide supra, tracks have been observed on both the
front and back surfaces of CR-39 detectors used in Pd/D co-deposition experiments [10]. The CR-39 detectors are 1
mm thick. It is difficult to explain how a shockwave from a mini-explosion occurring on the front surface of the detector
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can propagate itself to cause pitting on the back surface without obliterating the detector. In the SRI replication [27],
a 60 µm polyethylene film was between the cathode and the detector. This film will protect the detector from damage
due to D2/O2 recombination, should it occur.

We conducted an experiment that took advantage of what was observed for Pd/D co-deposition done on Ni and
Ni/Au screen cathodes in the absence of an external electric/magnetic field [43]. It was shown that Pd/D co-deposition
done on a Ni screen, in the absence of an external electric/magnetic field, did not show pits but rather an impression
of the Ni screen, Fig. s 1a-c. However, Pd/D co-deposition on a Ni/Au screen cathode, in the absence of an external
electric/magnetic field, did produce pitting, Fig. 3c. An experiment was done using a composite cathode in the absence
of an external electric/magnetic field [43]. A photograph of the composite electrode is shown in Fig. 13a. Half of the
composite cathode is bare Ni screen. The other half has metallic Au that had been plated on the Ni screen. At the end
of the experiment, which was done in the absence of an external electric/magnetic field, the detector was etched and
analyzed. The results show that no tracks were obtained on the bare half of the cathode, Fig. 13b. The impression of
the Ni screen is observed. However, tracks were obtained on the Au-plated Ni screen, Fig. 13c.

It needs to be emphasized that both halves of the composite cathode experienced the same chemical and electro-
chemical environment at the same time. If Shanahan’s suppositions were correct that the pitting in CR-39 is caused by
either chemical reactions with O2 or to shock waves resulting from D2/O2 recombination, those reactions would have
occurred on both the bare Ni and Au-coated Ni halves of the cathode and both halves would have shown pitting of the
CR-39 detector. This was not observed.

3.4. Corona discharges are responsible for the pits

Kowalski [44] has suggested that the pitting observed in CR-39 detectors used in Pd/D co-deposition experiments
are due to an electrical effect. He said that shallow pits in CR-39 can be created by a ‘deliberately induced corona
discharge.’ What he did not indicate was that this corona discharge experiment had been conducted in air [45]. It
is nontrivial to create a corona discharge in an aqueous system. For instance, to degrade organic contaminants, such
as phenol in water, 15 kV were needed to create a corona discharge from a 50 µm diameter Pt tip electrode. As
solution conductivity increases, higher voltages are required to create a corona discharge. The Pd/D co-deposition
experiments are conducted in the presence of an electrolyte, usually LiCl. These solutions are highly conductive. Also

Figure 13. CR-39 results for Pd/D co-deposition done on a composite cathode in the absence of an external electric/magnetic field. (a) A
photograph of the composite cathode. (b) Photomicrograph of CR-39 detector in contact with the bare Ni screen half of the composite cathode,
20× magnification. The impression of the Ni screen is observed. (c) Photomicrograph of CR-39 in contact with the Au-plated Ni half, 1000×
magnification. Tracks are observed.
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the measured cell voltages do not exceed 8 V. Given these conditions, it is highly unlikely that corona discharges were
created in the Pd/D co-deposition experiments. Finally, if the pits observed in Pd/D co-deposition were indeed due to
a corona discharge, such pits would have been observed in the CuCl2 and NiCl2 electroplating experiments discussed
vide supra. No pits were observed in either the Cu or Ni plating experiments.

3.5. Why are the pits observed in CR-39 shallow and primarily circular in shape?

Modeling of tracks in CR-39 detectors used in Pd/D co-deposition experiments was done using TRACK_TEST [34].
TRACK-TEST is a computer program developed by Nikezic and Yu that calculates track parameters such as the lengths
of the major and minor axes and track depth for alpha particles [46,47]. The computer program also plots the profile
for each etch pit in CR-39. When using TRACK_TEST, the input parameters are particle energy, incident angle,
etch rate, and etch time. Using this program, the energies of the alpha particles registered on the CR-39 detectors
were on the order of 1 MeV [34]. Despite this modeling, Kowalski has said that the Pd/D co-deposition generated
tracks are too large to be due to alpha particles [48]. Other researchers have said that the tracks are too shallow to be
nuclear generated tracks and have commented that the majority of the tracks are circular in shape and not elliptical
and [49,50]. In their critiques, these researchers are not taking into account the linear energy transfer (LET) losses to
particles traversing the Pd deposit, cathode wires, and electrolyte. It has to be emphasized that we can only estimate
the energy of the particle when it impacts the CR-39 detector. This can be significantly less than the energy when the
particle was ‘born.’ Nonetheless, both typical fusion protons (>3–17 MeV) and alphas (>3 MeV), often have sufficient
energy to induce tracks in CR-39.

Figure 14a is a schematic describing the layers a charged particle, such as an alpha, has to negotiate before it
impacts a CR-39 detector used in a Pd/D co-deposition experiment [34,51]. An SEM of the Pd deposit is shown in
Fig. 14a. The deposit has a cauliflower-like morphology that traps pockets of water. Energetic particles can be born

Figure 14. (a) Schematic describing the layers a charged particle has to negotiate before it impacts the CR-39 detector. An SEM of the Pd deposit
formed as the result of the co-deposition process is shown. (b) LET curves calculated for charged particles traversing through palladium and water.
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anywhere inside the lattice of the Pd deposit. As shown in the schematic in Fig. 14a, after birth, the particles have to
pass through the Pd deposit and the water layer before impinging the detector. Figure 14b shows LET curves calculated
for protons, tritons, helium-3, and alpha particles in palladium and in water. These LET curves are used to determine
the magnitude of the effect of Pd and water on the energies of the charged particles. The LET curve for Pd indicates
that, in order for particles to be detected by a CR-detector, the particles need to originate near the surface of the Pd.
Particles formed deeper inside the deposit will simply not have enough energy to exit the lattice and travel through the
deposit and water layer to reach the CR-39 detector. The observed narrow particle energy range suggests the particles
are produced at a similar depth within the Pd.

To simulate the effect of water on the transmission of charged particles, layers of Mylar were placed between a
CR-39 detector and an 241Am alpha source. Figure 15 shows a side-by-side comparison of Pd/D co-deposition tracks,
Fig. 15a, with ∼1 MeV alpha tracks formed by placing 24 µm of Mylar between an 241Am alpha source and a CR-39
detector, Fig. 15b. The Pd/D and ∼1 MeV alpha tracks are indistinguishable. As indicated above, one of the main
criticisms raised about the tracks observed in CR-39 detectors used in Pd/D co-deposition experiments is the scarcity
of elliptical tracks. As shown in Fig. 15a, the observed tracks are primarily circular in shape. Likewise the ∼1 MeV
alpha tracks are primarily circular in shape, Fig. 15b. The results in Fig. 15 indicate that only charged particles
with trajectories normal to the surface have sufficient energy to get through the water layer, in the case of Pd/D co-
deposition, and Mylar, in the case of the 241Am alpha source, to impact the detector. Charged particles traveling at
oblique angles are deflected and either do not reach the detector or leave shallow tracks that are etched away.

3.6. Why are no Pd X-ray emissions observed during electrolysis?

Hagelstein pointed out that charged particles going through Pd should stimulate Pd K shell X-ray emissions which
we hadn’t observed despite CR-39 evidence of MeV charged particles. A literature search showed that others had
used lithium drifted silicon, Si(Li), detectors to detect X-ray emissions during Pd/D electrolysis in real time [52,53],
however, no X-rays above background were detected. The main difference between the two approaches to detect
energetic particles is that CR-39 is a constantly integrating detector while the measurement of X-rays using a Si(Li)
detector is done in real time. To address this possible discrepancy, simulation experiments were conducted using a 0.1
µCi 210Po source, a 25 µm thick Pd foil, and a 18% HPGe with a Be window [52]. 210Po is supposed to be a pure
alpha source, however our source exhibited three gamma/X-ray lines at 14.4, 21.9, and 121.7 keV from an unknown
radionuclide(s) contaminant. While the presence of the contaminant(s) in the 210Po source was unexpected, it did
present an opportunity to separate and quantify the alpha/gamma contributions in stimulating the Pd K shell X-rays

The 210Po source was placed in contact with a Pd foil [54]. Spectra were obtained by placing the sample perpendic-
ular to the Be window of the HPGe detector, Fig. 16a-i, and directly facing the detector, Fig. 16a-ii. The perpendicular
orientation is representative of the cathode arrangement used in some of our electrolysis experiments. No Pd K shell
X-rays were observed with the 210Po–Pd sample perpendicular to the detector. However, when the Pd foil and 210Po
source were facing the Be window of the HPGe detector, the Pd Kα line at 21.1 keV was observed as was the 21.9 keV
line due to the contaminant in the 210Po source. Consequently, the orientation of the cell relative to the HPGe detector
will determine whether or not Pd X-ray emissions will be detected. Photo-absorption is another factor that determines
the likelihood of observing Pd K shell X-ray emissions [54]. The thicker the Pd cathode, the more these X-rays are
absorbed. For 8–300 µm Pd foils, the percentage of Pd X-rays absorbed is 12.2–99.3%. There will also be attenuation
of the Pd X-rays by the components of the cell. As a worst case scenario, we will assume that experimental conditions
are ideal and will ignore the impacts of cell orientation, photo-absorption, and attenuation by cell components on the
detectability of Pd K shell X-ray emissions.

Figure 16b shows time-normalized spectra of (i) the Pd foil, (ii) 210Po source, (iii) Pd foil in contact with 210Po
source, and (iv) a 100 µm thick acrylic film is between the Pd foil and the 210Po source [54]. The acrylic film will
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Figure 15. Photomicrographs obtained at 500× magnification for (a) Pd/D co-deposition tracks and (b) 1 MeV alpha tracks.

Table 2. Measured intensities of the Pd Kα line in the spectra shown in Fig. 16b [54].

Samplea Intensity of the Pd Kα lineb Cause of stimulationc
210Po source 0.00 None
Pd foil 1.9 × 10−4 bkg
210Po-Pd foil 5.4 × 10−4 bkg + α + γ
210Po-acrylic film-Pd foil 3.0 × 10−4 bkg +γ

a All samples were measured in a Pb cave lined with Sn and Cu foils.
b Spectra have been time-normalized.
c bkg = background stimulation, α = stimulation by alphas from the 210Po source,
γ = stimulation by the gamma rays from the contaminant(s) in the 210Po source.

block the alphas from the 210Po but not the gammas from the unknown contaminant(s). All spectra were obtained in a
Pb cave lined with Sn and Cu foils to reduce the Pb fluorescence. The samples were in direct contact with the HPGe
detector. The regions of the gamma lines of the unknown contaminant(s) are indicated as well as the Pd K shell line
at 21.1 keV. In Fig. 16b-i, a small peak due to the Pd Kα shell X-ray line is observed. The fluorescence from the Pb
bricks of the cave is stimulating the Pd Kα shell X-ray emission. The spectrum obtained for the 210Po source is shown
in Fig. 16b-ii. The gamma lines due to the unknown contaminant(s) are observed at 14.4 and 21.9keV. Figure 16b-iii
is the spectrum obtained when the 210Po source is in contact with the Pd foil. The Pd K-shell emissions are stimulated
by the lead cave background, the 210Po alphas, and the gamma rays from the unknown contaminant(s) as evidenced
by the decrease in the intensities of the contaminant(s) gamma lines at14.4 and 21.9keV. The spectrum resulting from
placing the acrylic film between the Pd foil and 210Po source is shown in Fig. 16b-iv. Because the 210Po alphas are
blocked, the Pd Kα X-ray peak is less intense than in Fig. 16b-iii.

By comparing the intensities of the Pd Kα shell X-ray line in the spectra shown in Fig. 16b and assuming that the
sources of the Pd X-ray stimulation contribute additively, it is possible to estimate the contributions of each source.
Table 2 summarizes the measured intensities of the Pd Kα lines in Fig. 16b. From these measurements, the estimated
contributions of each source in stimulating the Pd X-ray emissions are 35.2% due to background, 44.4% due to the
210Po alphas, and 20.4% due to the unknown contaminant(s) gamma/X-rays.

The results of the 210Po–Pd foil experiments can be used to determine whether or not Pd K shell X-rays should
have been observed in the Pd/D co-deposition experiments under ideal experimental conditions [54]. The 210Po alpha
source used in these experiments has an activity of 0.1 µCi. This activity is equivalent to 3700 decays/s. For the time
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normalized spectra shown in Fig. 16b-iii, 3700 alpha particles are stimulating Pd K shell X-rays. The peak due to
the Pd Kα X-ray in the spectrum for the Pd foil in the Pb cave, Fig. 16b-i, does not overlap with the peak due to
the contaminant in the 210Po source. Consequently, the area of the Pd Kα X-ray peak can be accurately measured
and is 9.22×10−5 time-normalized units. The analysis discussed above indicated that 44.4 % of the Pd X-ray peak
intensity/area is due to alpha particle stimulation and 20.4% is due to stimulation by the fluorescence background of
the cave. Therefore, the peak area due to stimulation by 3700 alpha particles is 1.163×10−4 where a single alpha
particle has a 4.4×10−8 probability of inducing a detectable Pd K shell X-ray in this geometry.

Figure 16. (a) Time–normalized gamma ray spectra obtained with the 210Po–Pd sample oriented perpendicular to the detector window, i, and
facing the detector window, ii. Background and sample spectra are red and black, respectively. (b) 210Po–Pd experiments conducted by placing the
samples in a Pb cave and in direct contact with the HPGe detector where: i = Pd foil, ii = 210Po source, iii = Pd foil in contact with 210Po source,
iv = a 100 µm thick acrylic film is between the Pd foil and the 210Po source. Spectra are time-normalized. The blue bars indicate the gamma lines
of the unknown contaminant(s) and the red bar indicates the Pd Kα shell X-ray.

Figure 17. Results of scanning a CR-39 detector detector used in a Pd/D co-deposition experiment: (a) raw image obtained at a magnification of
200×, (b) objects identified in image (a), (c) after processing, positively identified tracks are green and non-tracks are red.
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Figure 17a shows a photomicrograph of tracks obtained by scanning a CR-39 detector used in a Pd/D co-deposition
experiment. The automated system does computer processing to identify and number objects in the scanned image,
Fig. 17b. Based upon measurements of object symmetry and contrast, the computer algorithm identifies pits whose
properties are consistent with those of nuclear generated tracks. The software algorithm ignores overlapping pits.
Positively identified tracks are indicated by green rectangles, Fig. 17c. A 1 mm × 20 mm area of the CR-39 detector
shows that 1079 tracks were positively identified. Since overlapping pits are discarded, the number of tracks in Fig.
17a is estimated to be undercounted by a factor of ∼3. Since the total area of the detector is 10 mm × 20 mm, at a
minimum, the number of tracks is undercounted by a factor of 30. For this scenario, it is assumed that the observed
tracks are due to charged particles and not neutrons. Charged particle stimulation of the Pd K shell X-rays will occur
throughout the Pd deposit. Ignoring photo-absorption of the 22 keV Pd K shell X-rays by the Pd deposit and cell
components, we estimate charged particles are undercounted by another factor of 1000. In this worst case scenario,
the total number of charged particles in 3.237×107. For a two week experiment (1.2096×106), the rate of particle
production is estimated to be 26.8 particles/s. The increase in peak area of the Pd Kα X-ray line by 26.8 charged
particles, in the time normalized spectrum, is calculated to be 8.42×10−7. This would be too small an increase in peak
area to see in the measured spectrum.

3.7. Anomalous and overlapping tracks

High track density affects the bulk vs track etch rates. Areas of high track density are ignored when manually measured
and defacto ignored by automated scanners. Manual counting indicated >104 tracks/mm2, where the tracks were
distinct. Uncounted, high density areas likely exceed this by 1–2 orders of magnitude. However, Ghazaly and Hassan
[55] found experimentally that both fast protons and alphas also increase the bulk CR-39 etching rate. Although this
was performed with TASL CR-39, which is softer than the preferred Fukuvi for Pd/D co-deposition, similar effects

Figure 18. Photomicrographs of tracks in CR-39 detectors where (a) is Fig. 3E–H [55], (b) is Fig. 4E–H [55], and (c) is from Pd/D co-deposition
experiments. For Fig. (a) the CR-39 detector was irradiated with a different fluence of alpha particles where E = 1.47 × 108, F = 4.05 × 108,
G = 5.30 × 108, and H = 7.36 × 108 alphas/cm2. The detector was etched for 4 h in 6.25 N NaOH at 70◦C. For Fig. (b) the CR-39 detector
was irradiated with 1.5 MeV alpha particles at a fluence of 7.36×108 alphas/cm2. The detector was etched in 6.25 N NaOH at 70◦C for different
etching times where E = 4, F = 6, G = 10, and H = 14.5 h. For Fig. (c), The CR-39 detectors were used in Pd/D co-deposition experiments
done on a Ag wire in the presence of an E field (top) and B field (bottom). The detectors were etched in 6.5 N NaOH at 62–65◦C for 6 h. Images
were obtained at 500× magnification. Figures (a) and (b) are reprinted with permission from Elsevier.
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Figure 19. Summary of real-time neutron measurements done during the SRI replication in 2006 where (a) photograph of the cell (indicated by a
white square) and the REM ball/BF3 detector outside the acrylic chamber, (b) neutron count rate as a function of time, and (c) neutron count rate
and cell voltage measured during the large neutron excursion on day one. (d) Photograph of the front surface of the polyethylene cover and CR-39
detector used in an immersion experiment.

can be expected. The authors’ figures 3E-H and 4E-H, of high fluence alphas reproduced in Fig. s 18a and b, show
etched tracks identical to Pd/D Co-deposition high density tracks, examples shown in Fig. 18c. In particular, image F
in Fig. 18b has a TASL etch time of 6 hours at 7◦C using 6.25 M NaOH etchant. This is similar to Pd/D co-deposition
Fukuvi etching parameters. The authors used a 1.5 MeV alpha fluence of 7.36 ×108 tracks/cm2 to obtain this image.
This is identical to the track density and anomalous features observed during Pd/D co-deposition, Fig. 18c

Consequently, at very high charged particle fluences, tracks will more easily overlap as the track and bulk etch rates
converge, and present poorly formed tracks. Nonetheless, this study [55] indicates that high charged particle fluxes
with known alphas are consistent with Pd/D co-deposition track formation. Indeed, due to the converging bulk, Vb and
track, Vt, etching rates, Pd/D co-deposition fluxes are orders of magnitude higher than reported

Ghazaly and Hassan [55] note various filters have been employed to reduce the number of particles reaching the
CR-39, in which case the LET losses through the filter can be accounted for via the SRIM/TRIM modeling codes. The
use of step-ranged (SRF) and Si-wedged range filters (WRF) with CR-39 are commonly used in inertial confinement
fusion for proton spectroscopy. [19,56]. We note similar filtering in Section 3.3 where a 60 µm protective barrier on
the detector was used during Pd/D co-deposition.

3.8. Real-time measurements vs. CR-39

Earlier we wrote a review of LENR studies that had used CR-39 detectors [57]. In this paper we indicated that,
compared to electronic, real-time detectors, solid state nuclear track detectors were ideal for use in LENR experiments
and enumerated a number of advantages including the fact that they can be placed in close proximity to the cathode
eliminating solid angle losses, they are not affected by low level electronic noise, are constantly integrating, and do not
require expensive and complicated electronic modules for both timing and background discrimination. Despite this we
have been told that one cannot take the CR-39 results seriously without commensurate real-time measurements.



54 P.A. Mosier-Boss and L.P. Forsley / Journal of Condensed Matter Nuclear Science 34 (2021) 32–58

One problem with real-time detectors is that they cannot be immersed inside electrolytic cells and must be placed
outside the cell. Often configurations that are ideal for real-time measurements are not ideal for electrolysis. This was
demonstrated in a Pd/D co-deposition experiment we conducted using a silicon surface barrier (SSB) detector to detect
charged particles in real-time [57]. A 6 µm thick Mylar window separated the Au wires from the detector. To decrease
scattering, a 100 µm thick acrylic collimator was placed outside the Mylar window. Given the geometry of the cell,
it was not possible to place a CR-39 detector inside as it would have impeded current flow between the anode and
cathode. The assembled cell was filled with plating solution and placed on top of the SSB detector. When a current
was applied to the cell, an increase in the number of counts was observed. However, these counts decreased overnight.
LET analysis indicated that this decrease was not surprising. As Pd plates out, the growing Pd deposit will prevent
charged particles from leaving the cell and entering the detector.

Another problem with real-time measurements was partially addressed in the discussion in section 3.6 as to why
no Pd X-rays were observed as energetic charged particles were generated. Given the size of the cells typically used
in Pd/D co-deposition experiments and ignoring photo-absorption and cell geometry, the rate of particle generation
was too low to see an observable change in the X-ray spectrum. Two ways to increase the generation rate are to
either use larger cells or to use multiple cells. The later was demonstrated by the earlier SRI replication described
vide supra [32,33]. Besides CR-39, a BF3 neutron detector was used to monitor the two cells used in the immersion
experiments [58]. Figure 19a is a photograph of the orientation of the detector relative to the two electrolytic cells
inside a protective, acrylic chamber. The BF3 detector has a polyethylene REM ball (the white sphere shown in the
photograph). The REM ball moderates the neutrons, slowing them down for capture by 10B. The neutron count rate as
a function of time is shown in Fig. 19b. Several bursts of neutrons were observed during the twelve days of operation.
Figure 19c shows plots of the neutron count rate and cell voltage, superimposed upon one another, measured during
the large neutron excursion that occurred on day one of cell operation [59]. It can be seen that, as the neutron count rate
increased, a simultaneous decrease in the cell voltage occurred. Such decreases in cell voltage are indicative of heat
production. There is an apparent discrepancy in the BF3 neutron count rate and the neutron count rate estimated from
the sequential etching analysis of the CR-39 detectors [58]. One explanation offered for this discrepancy was that the
signal from the BF3 detector contained a significant electromagnetic noise fraction induced by the electrolysis power
supply. This was highly unlikely as detectors of this type have been used in other environments where the electronic
background is much higher. Another explanation was that the response of the BF3 detector was affected by moisture.
We asked Dr. Richard Kroeger, an astrophysicist at SPAWAR Systems Center Pacific in charge of the RADIAC group
with vast experience on nuclear detectors, if he knew of any moisture problems with 3He and BF3 neutron counters.
His response was:

• Moisture internal to the counter – never, but it would kill it.
• Moisture in and around the HV circuitry – noise or worse.
• Moisture in the universe – more thermals for everyone!

Since it is unlikely that the discrepancy between the CR-39 and BF3 detector is due to instrument malfunction
caused either by moisture or electromagnetic noise, it must be due to the manner in which the CR-39 detector was
analyzed. As shown in Figures 2, 3e, 7a, and 17a, a high density of tracks occur where the Pd deposit was in contact
with the detector. In these regions the CR-39 detector has become saturated and direct track counting is not possible
as discussed in section 3.7. In this regime, optical measurements of saturated CR-39 detectors become unreliable,
since the optical response of the saturated detectors with respect to the ion fluence is highly nonlinear [60]. Lipson
et al. [58] had indicated that, in their analysis, they ignored these regions. Figure 19d shows photographs of the 60
µm polyethylene film that covered the detector and the etched CR-39 detector obtained at the end of an immersion
experiment. The polyethylene cover shows where the Pd deposit was in contact with the detector. The etched detector
shows several high density track areas, which would also be areas of high activity. By ignoring these areas it is quite
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probable that Lipson et al. have greatly undercounted tracks resulting from neutrons and that the CR-39 and BF3
detectors may actually be in agreement.

4. Conclusions

We have addressed questions and critiques regarding using CR-39 in Pd/D co-deposition experiments. There have
been questions on the nuclear origin of the tracks. However, using a bare Ni, Au-plated Ni screen composite cathode
in a Pd/D codeposition experiment, it was demonstrated that the observed pitting in CR-39 detectors were not the
result of chemical damage by either deuteroxide or oxygen attack nor are they due to shock waves resulting from
D2/O2 recombination or corona discharges. There have been questions as to why the Pd/D co-deposition tracks are
predominantly circular in shape. LET curves for charged particles in Pd metal and water showed that only particles
traveling perpendicular to the CR-39 detector have sufficient energy to impact the detector. As a result, the tracks are
primarily circular in shape. It has been noted that charged particles traversing through a metal should stimulate K
shell X-rays that are not observed. Using a 210Po source, it was shown that the experimental configuration determined
whether or not X-rays would be seen. It was also shown that the rate of charged particle production was too low to
detect measurable Pd K shell X-ray emissions. Furthermore photo-absorption of the X-rays by the Pd deposit and
cathode substrate as well as attenuation of the X-rays by components in the cell will further decrease the likelihood of
measuring these X-rays in real-time. Attenuation was also a problem in real-time measurements of charged particles
using a SSB detector. Given the configuration of the cell, it was not possible to simultaneously use CR-39 and the SSB
detector in the experiment. We also did an analysis of the SRI immersion experiments that used both CR-39 and a BF3
detector to monitor the cells in real-time. By ignoring the oversaturated regions in the CR-39 detectors, the number of
neutrons was significantly undercounted and that both detectors were likely in agreement.
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Abstract

This paper reviews a theoretical program to understand the field of low energy nuclear reactions (LENR), initially called cold fusion,
which was a puzzle of the last three decades. A series of concepts, which were raised and partly elaborated, are presented. The key
concept is a three-body mechanism, where one of the nuclei serves as a catalyst for the reaction of the other two. In these reactions,
a single fusion product or two outgoing nuclei are created, along with the recoiled catalytic nucleus. They carry off the nuclear
energy released, and heat the surrounding materials by multiple collisions. Importantly, they produce high energy γ radiation with
negligible probability. So, this three-body idea solves the two major riddles of LENR, that nuclear reactions can occur at ordinary
temperatures and without emitting γ radiation. Cross sections and rates are calculated using standard quantum mechanics, and
accepted nuclear and solid-state physics. Their dependence on relevant densities, and on the reacting and catalytic nuclei, are
explicit. The theoretical ideas and the results of their elaboration are compared with diverse data from LENR experiments with
considerable success.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction

It was reported 31 years ago that excess heat [1] and unexpected neutrons [2] appeared during electrolysis experiments
with deuterized palladium hydrides. The experimental results were interpreted as evidence of nuclear fusion. After a
short period of heated debate, skepticism overcame the scientific community. The failure to find the reported neutrons
by others [3], and the published negative theoretical results [4–8], questioned even the credibility of the first reported
results. However, in spite of the prevailing negative attitude of most nuclear physicists, authorities like Lamb [9] and
Schwinger [10,11] asserted that cold fusion is theoretically possible. Researchers became divided on the possibility
of cold fusion, a “schism” that remains. While mainstream physicists ignored the field [12], the research kept going
during the last three decades. Great numbers of papers were published in the field, which is today called low-energy
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nuclear reactions, LENR. However, it seems obvious that the experiments carried out so far are not sufficiently clear to
give precise information on the essential features of LENR. A detailed overview of the 31 years history of LENR goes
beyond the scope of this paper. However, for summaries of laboratory results, see [13–18].

Our theoretical research program (Kálmán and Keszthelyi) over the past 17 years has been guided by the view
that a theory which explains LENR must be consistent with physical knowledge. Theories, which explain some
aspects of LENR but are in conflict with established parts of modern physics cannot be considered as satisfactory.
The approaches of an early summary of attempts at theoretical explanations of LENR [19], and expectations of LENR
theories discussed in [20], are consistent with this viewpoint.

The aim of writing this article was two-fold. One is to show to critical readers that it is possible to explain the
phenomena of LENR within the framework of standard physics. It was also deemed useful to give guide lines to
researchers in LENR. Some less successful initiatives, – along with possible mistakes committed, – are also discussed
in order to spare unnecessary efforts by researchers in LENR. Remarks and notes by critics are also inserted in certain
places, even if we do not agree with them, because they can be useful for the reader. The topic is very complex and
delicate, so it must be stressed that we do not believe that all the problems related to LENR are solved.

Yet, in our opinion the fundamental question in LENR is to find a mechanism that helps nuclei of positive charge
overcome the Coulomb barrier in order to react. In our quest for such a mechanism, it was recently pointed out in
[21] KK that there is a close similarity between the forbidden optical transitions in quantum mechanics, and the way
the cross section of nuclear reactions goes to zero at low energies due to Coulomb repulsion. It was found that any
additional perturbation can resolve this forbidding of nuclear reactions, i.e., the disappearance of the cross section
with decreasing energy. It is necessary for the perturbation theory to be carried out at least up to the second order
according to the rules of quantum mechanics. This fact strongly enlarges the number of potential nuclear reactions.
The significance of applying higher order perturbation calculation in nuclear reactions is also substantiated by the fact
that it enables the explanation of the phenomenon of “Anomalous Internal Pair Creation” [22].

Given all the empirical data on LENR, and the theoretical results of our program, it is a good time to systematically
overview both the experimental results of LENR and their possible explanations. This paper reviews our road to
finding mechanisms, which may be responsible for LENR. Our results are not presented in chronological order. The
major coherent ideas are treated together in sequence, each building on the earlier others. Theoretical findings and
experimental observations are connected in each section and at the end of the paper.

Section 2 is the theoretical starting point. It is followed in Section 3 by the presentation and discussion of two early
results, solid state internal conversion and attraction due to phonon exchange. Section 4 deals with two mechanisms
adopted from quantum optics. The first is boson induced fusion (BIF), which is a laser like effect, and the second is
a new loss mechanism based on a degenerate parametric amplifier mechanism, both of which can occur in crystalline
solids. Section 5 contains the most essential explanations of LENR. Here, forbidden nuclear reactions, the important
role of recoil due to perturbing Coulomb field of the surroundings, and charged particle catalyzed nuclear processes
accompanied by heat production with lack of γ radiation are discussed. As an example, the second order model of
nuclear reactions modified by the surroundings is propounded. The important results due to an approximate solution
of a 3-body problem within the nuclear range and its consequence, the catalysis of nuclear reactions due to impurities,
are also presented. Cross sections, counting rate- and power-densities are given also in this former model. Section
6 includes discussion of resonance-like third and fourth order processes, and Section 7 contains the results obtained
in the case of cooperative processes. In Section 8, the importance of plasma-like states is pointed out. Section 9 is a
summary of theoretical results obtained over 17 years in relation to laboratory data on LENR from the past 31 years.
Section 10 is a summary of the major results of this theoretical program.
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2. Theoretical Starting Point

Our starting point is based on the two major and central experimental facts about LENR, namely nuclear transmutations
[23], which is the strongest evidence for the existence of LENR, and production of heat of nuclear origin, which is
also well established [24]. Both of these effects occur without the emission of energetic γ radiation, which usually
accompanies nuclear reactions. Accepting the existence of the LENR phenomena, i.e., the fact that heavy particles
of low kinetic energy may take part in nuclear reactions, one is faced with the basic problem of how the reacting
particles may overcome the Coulomb repulsion that exists between them. By examining the Coulomb solution ϕCb
(see formulae II. B 40-41 on p. 448 of [25]), which is the wave function in the relative coordinate r of two particles
moving in their repelling Coulomb field, one can see that the contact probability density |ϕCb|2 at r = 0 reads

|ϕCb (r = 0)|2 =
f2
jk

V
(1)

with V the volume of normalization (which disappears from the results of calculations) and

fjk =
∣∣∣e−πηjk/2Γ(1 + iηjk)

∣∣∣ =

√
2πηjk

exp (2πηjk)− 1
, (2)

where Γ(z) denotes the Gamma function and

ηjk = zjzkαf
ajkm0c

! |k|
= zjzkαf

√
ajk

m0c2

2ε
(3)

is the Sommerfeld parameter. k is the wave number vector of particles j and k in their relative motion, and ε is their
kinetic energy in the center of mass system. zj and zk are the charge numbers of particles of rest massesmj = Ajm0

withm0c2 = 931.494MeV the atomic energy unit.

ajk =
AjAk

Aj +Ak
(4)

is the reduced mass number of the two particles. Furthermore, αf is the fine structure constant, ! is the reduced Planck
constant, and c is the velocity of light in vacuum.

In some nuclear calculations, e.g. in the calculation of the alpha decay rate, an approximate solution [26] (the so
called WKB approximation) responsible for the motion in the relative coordinates of the particles is used which results
at r = 0

|ϕWKB (r = 0)|2 =
exp (−GW )

V
, (5)

where exp (−GW ) is the so called Gamow-factor and

GW =

√
8µ

!2

∫ bW

R

dr
√
V (r)− ε. (6)

Here, e.g. in the case of a pd reaction (see the next section), V (r) is the interaction potential between p and d, and µ
is the reduced mass of the two particles. r is their separation distance, R is the radius of the nucleus of higher nucleon
number and bW is the other classical turning point.

With decreasing |k| and ε, the contact probability density (1) at r = 0 also decreases. But, if an attracting potential
well of depth U is also present, then, as a good approximation, the ε→ ε+U substitution may be done in (3) [27]. This
recognition led to the introduction of U as a kinetic energy shift parameter called the screening energy for explanation
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of the enhancement of deuteron-deuteron fusion cross sections at low beam energies as being due to electron screening
[27,28]. However, electron screening seems to be insufficiently strong to compensate for the Coulomb repulsion and
make possible nuclear reactions at low kinetic energy ε # kBT near room temperature, where kB is the Boltzmann
constant and T is the absolute temperature. Since Coulomb repulsion is inevitable, one must find other reasons for the
occurrence of LENR.

Given the above, two ideas were explored: (a) other effects caused by electrons and (b) some other mechanism,
which produces a further attractive potential, in addition to the screened attractive Coulomb potential produced by
electrons. These ideas must be considered in the context of the other problematic finding during LENR experiments,
namely the absence of γ radiation.

3. Two Early Ideas

3.1. Solid state internal conversion

The absence of gamma radiation in LENR experiments, brings to the mind the internal conversion phenomenon, which
has similar characteristics in atoms. In the usual internal conversion process the excitation energy of the nucleus is
taken away by an atomic electron. The process takes place without γ emission [29,30]. In the simplest model of
internal conversion process [29] the Coulomb interaction

VCb =
Z∑

i=1

e2

|R− ri|
(7)

between the electron and the nucleus governs the decay. Here e is the elementary charge, Z is the proton number of
the nucleus, R and ri are the coordinates of the electron and the i-th proton, respectively. The Coulomb potential (7)
is considered to be perturbation which causes the nuclear reaction and the transition probability per unit time of the
process can be described in first order of perturbtion theory of quantum mechanics.

A similar reaction, the µ− meson catalysed p + d → 3He fusion reaction was investigated in 1957 [31] and the
counting rate λf of the process was given in the form

λf = A |Φi (0)|
2 , (8)

where A is called nuclear reaction constant and Φi (0) is the initial wave function of the p and d in their relative
coordinate in the WKB approximation at zero separation, thus |Φi (0)|2 ∼ exp (−GW ) (see (6).

In [32] it was investigated how the (e)+p+d → (e′)+3He reaction can take place due to Coulomb interaction of
an electron with a proton (p) and a deuteron (d). Here, the notation (e) refers to catalysis by an electron. (Our former
terminology ’assistance’ is changed in this work to ‘catalysis’ which expresses better the role of surrounding particles,
both electrons and ions.) This analogue of atomic internal conversion reactions is called solid state internal conversion.
In solid state internal conversion, most of the energy of the nuclear reaction (5.49MeV) is taken away by the electron
instead of the γ photon, which is emitted in the usual p+ d → 3He (5 keV) + γ (5.483MeV) nuclear fusion reaction.
In the calculation [32], the Gamow-factor was used for the description of hindering due to the repelling Coulomb
interaction between p and d. Thus, modification of the initial wavefunction in the nuclear range due to the Coulomb
interaction with the electron was not considered. (It will be discussed in Section 5.)

Our result [32] obtained for the solid state internal conversion process [for the electron catalyzed reaction (e)+p+
d → (e′)+ 3He] was significantly larger than the result obtained in [6] for the case of hydrogen molecules. The solid
state internal conversion calculation was repeated for the case of a lattice [33], where the initial catalyzing particles
and one of the reacting particles were described by a Bloch-function [34]. The results of calculations based on the
concept of solid state internal conversions indicated significant effects compared to molecular calculations. However,
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the obtained counting rates were not high enough and therefore they could not explain the reported extremely high dd
fusion rates and excess heat [1]. Moreover, the solid state internal conversion mechanism would result in energetic
electrons, the traces of which have been found in recent experiments [35] only.

3.2. Attraction due to phonon exchange

The other possibility, already noted, is the appearance of another new attractive potential, which is also present but
not discovered yet. It was found [36] that optical phonon exchange can induce attraction between two deuterons in a
d-filled Pd lattice. This attraction is similar to the attractive potential between electrons created by phonon exchange,
which is known to be responsible for superconductivity [34]. The attraction due to optical phonon exchange seemed to
be strong enough to be able to compensate partly for the Coulomb repulsion between deuterons leading to significant
increase of the Gamow-factor. This mechanism is similar to the ones suggested by Schwinger in 1990 [11] and
developed by Hagelstein from 2000 [37–39]. The idea was extended to the case of two different heavy particles, such
as p− d, 7Li− p and 6Li− d [40].

The essence of our extended model is the following. The interaction potential of two different quasi-free particles
of wave vector k1 and k2 due to phonon exchange in the λth branch inK space reads as [41]

Vph (K,λ) = |g (K,λ)|2 !ωq,λ (D1 (k1) +D2 (k2)) , (9)

where !ωq,λ is the energy of the optical phonon of wave number vector q in the first Brillouin zone and K = q +G

outside the first Brillouin zone with G any vector of the reciprocal lattice. g (K,λ) is the particle-phonon coupling
function, as given in [36]. λ = 4, 5, 6 for the optical branches, and

Dj (kj) =
1

∆Ej (kj ,K)2 − (!ωq,λ)
2 , (10)

for j = 1, 2 with ∆Ej (kj ,K) = Ej (kj) − Ej (kj +K). Here, Ej = !2k2
j/ (2Mj) is the kinetic energy in the

corresponding band andMj is the rest mass of the particle. (For more details see [36] and [40].) It can be seen that the
interaction is attractive if |∆Ej (kj ,K)| < !ωq,λ. For heavier particles, because of their much larger rest mass, the
inequality is fulfilled in a much larger volume of K space. Therefore, the attraction is expected to be much stronger
than in the case of superconductivity of electrons.

It is worth mentioning that only a small fraction of hydrogenic isotopes dissolved in a Pd lattice may be supposed
to be quasi-free. Moreover, the description of their movement in the intermediate quasi-free state by plane waves needs
refinement [42].

If in (6) bW % R then the well known approximation [26] of GW can be applied that gives

GW = 2πz1z2

√
µ

me

Ry

|U0(0)|
. (11)

Here µ is the reduced mass, z1 and z2 are the charge numbers of the reacting nuclei, Ry is the Rydberg energy andme

is the rest mass of the electron. U0(0) is the value of the spherically symmetric part UO (r) of the attractive potential
Vph created by phonon exchange at r = 0. (The validity of (11) is discussed on p. 787 of [36] and p. 298 of [40].)

The deuteron-density fraction u = nd/nion, i.e. the deuteron number density nd over metal ion number den-
sity nion, is an essential quantity of d filled metals. Numerical investigations resulted that |U0(0)| has significant
u dependence, |U0(0)| increases with increasing u [36,40]. Consequently, the GW (u) function decreases with in-
creasing u which causes a drastic increase of the Gamow-factor exp (−GW ) proportional to the rate. (The UO (r)
and V (r) = VCoul + UO(r) with VCoul the Coulomb potential, were presented for some cases in [36] and [40] too).
However, it was found that the attraction caused by phonon exchange is not strong enough by itself to compensate
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adequately the hindering effect of the repulsive Coulomb potential. Therefore, we searched for other mechanisms to
explain enhanced deuterium fusion cross sections and low energy nuclear reactions.

4. Two Mechanisms from Quantum Optics

The anomalous x-ray transmission phenomenon [43,44] and the observation of fast-atom diffraction at surfaces [45,46]
are well-established cases of the interactions of electromagnetic- and matter-waves with crystals. The production of
bosons (4He) in deuterated Pd during electrolysis inspired us to look at the possibility of the quantum optics of nuclei
in crystalline solids [47,48].

4.1. Laser-like effect: boson induced fusion (BIF) in crystalline solids

Crystals, because of the Bragg law, can work like a resonator which selects the energy eigenstate

Ψ (r) =
1

H

√
2

dj
exp(ik‖j · r) sin (k⊥j · r) (12)

of the 4He boson, which has nodal points on the crystal planes. That distribution makes absorption and scattering
less probable when compared with the cosine-like case. Here, r denotes the coordinate of the 4He particle, k‖j and
k⊥j are the components of wave vector kj= k‖j + k⊥j of 4He parallel with and orthogonal to the j-th crystal plane,(
k‖j · k⊥j = 0

)
. (The symbols ‖ and ⊥ refer to the components of any quantity parallel with and orthogonal to the

j-th crystal plane.) With this notation, the Bragg law has the form 2 |k⊥j | = nB |Gj |, where nB is a positive integer,
Gj is a reciprocal lattice vector with |Gj | = 2π/dj , and dj is the distance between the resonator planes [44]. An open
resonator with length H = dj was assumed [47].

The nuclear fusion reaction

e+ dfree + dfree →
4He+ e′ (13)

in a crystal resonator was considered by using results obtained earlier in the case of solid state internal conversion
processes [32,33]. Since 4He in (13) is a boson, induced emission can play an essential role in the reaction mechanism.
Hence, we use the terminology of boson induced fusion (BIF) reactions. The possible BIF reactions may be identified
by the participant particles. So, reaction (13) is called the electron catalyzed

(
4He

)
BIF reaction.

The component of the 4He (bosonic) motion, which is orthogonal to the resonator planes and has energy eigen-
value Ekin,He,⊥(k⊥j) = !2k2

⊥j/ (2mHe 0), is field quantized. The corresponding Hamiltonian is a type of oscillator
with boson creation and annihilation operators (a+(k⊥j) and a(k⊥j), respectively) in the mode with commutator
[a(k⊥i), a+(k⊥j)] = δij . mHe 0c2 is the rest energy of 4He. The part of the state of 4He which describes the motion
orthogonal to the resonator planes was described by number states |n(k⊥j)〉.

The involved motions, namely the motion of the two deuterons, the electron, and 4He parallel with the resonator
planes, were treated quantum mechanically. Their initial (upper) state |a〉 of energy Ea = 2md0c2 +Ekin,1 +Ekin,2 +
Ee,i is

|a〉 = |d1〉 ⊗ |d2〉 ⊗ |ei〉 ⊗ |0〉. (14)

md0c2 denotes the rest energy of the deuteron, Ekin,1, Ekin,2 are the initial kinetic energies of the two deuterons of
states |d1〉, |d2〉, respectively, and Ee,i and |ei〉 are the kinetic energy and the initial state of the electron. The pumping
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mechanism, which prepares the ensemble of states |a〉, is thought to be injection of quasi-free deuterons by electrolysis
or bombardment from hot gases or plasmas. The final (lower) state |b〉 of energy Eb = mHe 0c2 + Ekin,He,‖ + Ee,f is

|b〉 = |0〉 ⊗ |0〉 ⊗ |ef〉 ⊗ |He‖〉. (15)

Ee,f # 23.77MeV and |ef〉 are the kinetic energy and state of the electron in the final state, respectively. Ekin,He,‖ =
!2k2

‖l/ (2mHe0) # 75.7 keV is the kinetic energy of 4 He of state |He‖〉 with motion parallel with the resonator planes
[47]. (The sum Ekin,He,‖ + Ee,f has an uncertainty determined by the actual value of the sum Ekin,1 + Ekin,2 + Ee,i.
Relativistic corrections which may be handled e.g. introducing off-mass-shell particles in variable mass theory of
relativistic quantum mechanics [49–51] result Ekin,He,‖ = 78.6 keV, i.e. the error is 3.7%.) Thus the recoil by 4 He
in the motion parallel with the resonator planes helps to fulfil momentum conservation of the electron-4 He system
fulfilling the k‖l = −kef condition with kef the wave vector of the electron in the final state. The states |b〉 are
degenerate states, as states |ef〉 ⊗ |He‖〉 of different directions of kef may have the same energy. This degeneracy was
taken into account in the cross section calculation by summing up over all the possible final states. One pair of states
|a〉 and |b〉 corresponds to a two-level system.

The interaction of an ensemble of the above two-level systems with the quantized boson field of state |n(k⊥j)〉,
which describes the perpendicular motion, can be treated in a way known in quantum optics [52]. The interaction
Hamiltonian in the rotating wave approximation, which consists in discarding terms of frequency of approximately the
double the basic frequency corresponding to the energy eigenvalue Ekin,He,⊥(k⊥j), is

HI =
∑

k⊥j ,l

[
Vab,jla

+(k⊥j)σl + V ∗

ab,jla(k⊥j)σ
+
l

]
, (16)

with σl|a〉l = |b〉l, and σ+
l |b〉l = |a〉l . The suffix l relates to one definite k‖l = −kef situation.

The interaction Hamiltonian couples the l -th two-level system to the k⊥j -th mode of the boson field, i.e., the direct
product states |A〉l = |a〉l⊗|n(k⊥j)〉 and |B〉l = |b〉l⊗|n(k⊥j)+1〉with a coupling constant Vab,jl ∼ exp (−GW /2),
where exp (−GW ) is the Gamow-factor and GW is given by (11) with z1 = z2 = 1. GW has u dependence through
U0(0), which is the depth of the attractive interaction potential between two quasi-free deuterons induced by optical
phonon exchange (see Fig. 3 of [40] and Fig. 5 of [36] and remember that u = nd/nion is the deuteron over metal
ion number density.) The exp (−GW ) increases with the increase of the localized deuteron concentration (u) in Pd.
Nuclear fusion due to the transition |A〉l → |B〉l happens as a consequence of the build-up of the boson field and thus,
in appropriate conditions, the fusion rate may significantly increase due to induced emission in the laser-like process.

The coupling constant Vab,jl is calculated similarly to what was done in [32]

Vab,jl =

∫
ϕi (r,R)χi (r3)ϕ

∗

f,jl (r,R)χ∗

f (r3)× (17)
(
VCb[R−

1

2
r− r3] + VCb[R+

1

2
r− r3]

)
dr dR dr3.

Here VCb is the Coulomb potential. r = r1−r2 andR = r1/2+r2/2 are the relative and the center of mass coordinates
of the two deuterons of coordinates r1 and r2 . r3 is the coordinate of the electron. The potential hole, which is created
by the sum of Coulomb and optical phonon exchanged potentials (see e.g., Fig. 6. in [36]), was approximated by
an oscillator-like potential. The initial two-deuteron state, which contains the essential exp (−GW /2) factor, was
determined as an oscillator-like state [53] of that potential. The initial and final electron states are plane waves.

The final state of 4He is

ϕf,jl (r,R) = ΦHe (r)
eik‖l·R

H

√
2

dj
sin (k⊥j ·R) , (18)
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where ΦHe (r) is the r dependent part of the 4He wave function. For the function ΦHe, we applied the Weisskopf
approximation, i.e., ΦHe =

√
3/ (4πR3

0) if r ≤ R0 and ΦHe = 0 if r > R0 with R0 the nuclear radius of 4He.
Our aim was to estimate the threshold current during electrolysis, that is, the pumping mechanism of BIF. There-

fore, the gain that determines the threshold number density na,th of the number density na of the states |a〉l was
determined by the threshold condition of the gain [54]. (For the further technical details, see [47]. A model, which is
partly similar to the one discussed here, can be found in [38].) The numerical estimations were carried out using rather
optimistic parameters since, connecting the problem to diffusion at the determination of threshold, partly quantum
nature of the diffusion [55] was not taken into account.

It was recognized earlier that fast electrons are not found in LENR experiments of electrolysis type. This fact
has led to the elaboration of a new loss mechanism, which may work in crystalline solids and is based on degenerate
amplifier mechanism. It is discussed in the next subsection. Moreover, in view of later results (see V.B ‘Roles of
catalysis and recoil’ below), it seems to be promising to re-examine the BIF problem with the Coulomb-recoil-type
catalysis of an electron or a heavy particle instead of catalysis due to the attraction of phonon exchange. LENR
observations of thermal instabilities [56], bursts, hot spots and crater-like damages [57–59] can be taken to indicate
that BIF processes may sometimes occur. As already noted, the threshold observed in the current of electrolysis [14–
16] may also be due to the laser like (non linear) mechanism. BIF is not restricted to the dd → 4He reaction. The model
may be extended to every nuclear reaction in which nucleus of integer spin is created in the final state. Heavy particles
of integer spin, which act as catalysts for nuclear reactions (see Section 5), may take part in BIF like processes. They
include, for example, isotopes of Pd of even mass numbers.

4.2. New loss mechanism in crystalline solids based on degenerate parametric amplifier

Fast electrons created in reaction (13) and having 23.77 MeV energy were not observed. Their absence may be
explained by the following loss mechanism [48].

Fast particles, the outgoing electron and the 4He particle, of opposite wave vectors kef = −k‖l(≡ −K‖), which
occur in the final state of electron catalyzed BIF, are able to change the occupation numbers of the quantized motion of
4He of BIF by two in a second order Coulomb scattering process with each other [48]. In this situation, the emission
(or the absorption) of two quanta takes place in one step, while the wave vectors of the charged particles, the outgoing
electron and the 4He particle, are changed fromK‖, −K‖ to k‖, −k‖ . This special process can take place repeatedly
if a reaction of BIF of type (13) is also possible. The whole process can be described by the interaction Hamiltonian
(16) : HI,New = HI +HI2 with

HI2 =
∑

k⊥j ,l

[
h+
l (k⊥j)a

+(k⊥j)
2s−l + h−

l (k⊥j)a(k⊥j)
2s+l

]
, (19)

where s−l and s
+
l are defined by the equations s

−

l |a〉l = 0, s+l |a〉l = 0 and s−l |b〉l = |b′〉l′ , s+l′ |b
′〉l′ = |b〉l, for |a〉l and

|b〉l of the l-th two-level system (see (14) and (15)). The energy difference of states |b〉l and |b′〉l′ isEb,l−Eb′,l′ = 2E0,
where E0 = Ekin,He,⊥(k⊥j) is the energy of the quantized mode. The quantity h+

l (k⊥j) can be calculated from the
matrix element of the second order Coulomb scattering process of the electron and the 4He particle on each other (as
was described above), in which two quanta are emitted into the quantized mode.

On the other hand, as it is known from quantum optics [60] the Hamiltonian of form (19) describes the de-
generate parametric amplification process which may be responsible for creating short laser pulses of huge inten-
sities. Therfore (19) was reshaped into the form which is applied in quantum optics. The calculation results in
HI2 = i!χ

2

[
a+(k⊥j)2 − a(k⊥j)2

]
with χ = χ0Npair, where Npair is the instantaneous number of counter propagat-

ing 4He− e pairs created. (χ0 and other details can be found in [48].)
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The initial state of the parametric amplification process is supplied by the laser-like BIF process [47], which creates
the counter propagating 4He−e pairs. The parametric amplification process recreates the counter propagating 4He−e
pairs, maintaining the possibility of parametric amplification process until one party of the pair scatters out from the
repeatedly produced counter propagating state. Moreover, the 4He mode of the parametric amplification process is
the same as the 4He mode of BIF. Thus the parametric amplification process reacts upon the BIF process, helping to
increase the intensity of the quantized mode, and robustly amplifies the laser-like mode (the coherent state). The result
is a very rapid increase of the rate of fusion. The coupling of BIF and parametric amplifier processes makes it difficult
to give a thorough theoretical description of the whole process.

As a rough approximation, the degenerate parametric amplification process was treated separately from BIF.
Like an initial state of the quantized motion of 4He⊥, that is built up in the BIF process, the coherent state
|α4He,⊥〉 with α4He,⊥ = αeiΘ was used. If the coherent state |α4He,⊥〉 is perturbed with a Hamiltonian of type
(19), then the mean value of its occupation number

〈
n4He,⊥(k⊥j)

〉
evolves in time [60] as

〈
n4He,⊥(k⊥j)

〉
=

α2 [cosh (2χt) + cos (2Θ) sinh (2χt)] + sinh2(χt).
It was shown in [48] that, in the above approximation, the process can take place during a time interval of order

of magnitude of the very short life time of state |b〉
(
τb # 4× 10−18 s [47]

)
. This leads to a huge pulse formation

in the quantized mode during this time interval, which is accompanied with a very great number of successive boson
creations. Thus, the loss mechanism described above may cause considerable decrease in the energy of fast charged
particles created in BIF by converting a large part of the unquantized motion parallel with planes into the coherent
motion perpendicular to lattice planes. (This mechanism may correspond to the loss term Γ (E) introduced in the
basic model of [39]) So, this mechanism might partially explain the discrepancies between the measured and expected
energies of charged particles, especially fast electrons and their effects, as well as the conversion of nuclear energy
into heat.

In [61] the constraints on energetic (especially α ) particles in the Fleischmann–Pons experiment was studied and
it was concluded ‘that only a small fraction of the reaction energy can be present in the alpha particle at the end of
the reaction.’ It was also stated that, the alpha particle must be born with an energy less than 6.3–20.3 keV in order to
be consistent with the absence of neutrons between 0.008 and 0.8 n/J as measured in Fleischmann–Pons experiments
where excess heat is produced. These theoretical findings fit together well with the loss (dissipation) mechanism
described above. The initial energy value of the created alpha particle is 75.7 keV which decreases abruptly (within
10−18−10−17 s ) into a small fraction of it in the degenerate amplifier mechanism. This indicates again that it is worth
carrying out the coupled BIF and loss mechanism calculation with the aid of Coulomb recoil catalisation.

It is stated in [39] that the coupling between vibrations (optical phonon modes) and internal nuclear degrees of
freedom is possible (mainly in deuterized metal systems, such as e.g. PdD). Furthermore, this theory is based on the
generalization of the Dicke [62] and Jaynes-Cummings [63] models ([39] and references in it). In the case of optical
phonons, it can produce a phenomenon, which is similar to superradiance, well known in quantum optics [64]. Further,
the model is stated to be able to produce in itself valuable and promising results for explaining LENR observations.

However, the crystal resonator and our special loss mechanism based on it, are not applied in the above theory. One,
who knows this theory, might think that there is no need to introduce a crystal resonator and the Coulomb-recoil-type
catalysis at all. However, we are of the opinion that their (crystal resonator and Coulomb-recoil-type catalysis) action,
which was proposed earlier, can significantly increase the effectiveness of conversion of nuclear energy to vibration
(phonon modes).

5. Importance of Perturbation caused by Surroundings: the Three-body Mechanism

The mechanisms discussed above (solid state internal conversion, attraction due to phonon exchange, BIF and the loss
mechanism) only produced partial understanding of LENR and can not explain satisfactorily the general phenomenon
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of nuclear transmutations. So, it became obvious that, if one wants to account for nuclear transmutations, a new basic
mechanism must be found. That mechanism must considerably alter the contact probability density (1) due to the
presence of the surroundings in order to explain LENR. Although it was shown only recently [21] that the effect of
any perturbation provides the fundamental understanding of LENR, several studies were done in which this general
statement was implicitly used, before full recognition of its importance. The concepts and results from these studies
are reviewed in this section, along with our current understanding.

First, it was considered that if one of the reacting nuclei enters into solids, particularly into metals where free
electrons are present, nuclei also interact with electrons by the usual Coulomb potential. That means the Hamiltonian
governing the state of the nuclei must also contain the interaction Hamiltonian with the electrons [65]. It is a perturba-
tion for the ingoing nucleus. The lowest order process, which must be taken into account, is a 2nd order process from
the point of view of perturbation theory of quantum mechanics. Closely related to the study of 2nd order effects [65],
the importance of the higher (3rd and 4th) order processes was also considered [66].

The electron-nucleus interaction led to electron catalyzed neutron exchange [67] and cooperative internal conver-
sion [68] processes, as well. Those reactions are detailed below. They might be generalized by extending the Coulomb
interaction to any charged particles of the surroundings. Such considerations lead to consideration of charged particle
catalyzed nuclear reactions [69]. The investigations revealed that recoil [65] and, in particular the f2

jk factor (see (1)
and (2) ) have a crucial role for understanding LENR [70]. Recently, the investigation of the effect of impurities on
nuclear reactions in plasma-like systems [71] led to the general understanding of forbidden nuclear reactions [21]. The
discussion of these seemingly sporadic investigations is ordered systematically now.

5.1. Forbidden nuclear reactions

The cross section (σ) of nuclear reactions between charged particles j and k of charge numbers zj and zk has the form
[72]

σ (ε) = S (ε) exp [−2πηjk (ε)] /ε, (20)

where ε is the kinetic energy taken in the center of mass coordinate system, S (ε) is the astrophysical factor and ηjk (ε)
is the Sommerfeld parameter. (We note that (20) is the definition of S (ε) which can be determined from the measured
cross section σ (ε) with the aid of (20). S (ε) and S (0) are generally used in astrophysics.) The limε→0 σ (ε) = 0
feature of the cross section indicates a disappearing rate of nuclear reactions in the ε → 0 limit. This is analogous to
the case of forbidden optical transitions in atomic physics (such as the hydrogen 2s1/2 − 1s1/2 transition, which is a
forbidden electric dipole transition [73]). Hence, cross sections which have the form of (20) describe what are called
forbidden nuclear reactions [21]. The forbiddenness is connected to the disappearing contact probability density of the
two charged particles due to the Coulomb repulsion between them. The repulsion is manifested in the disappearance
of the Coulomb solution at r = 0 in the ε → 0 limit, as was discussed above. Following the path used for the case of
forbidden optical transitions [73], processes, which are second or higher orders from the point of view of perturbation
theory, illuminate the case of forbidden nuclear reactions [21,74]. This general statement further strengthens the results
of all the processes discussed below.

5.2. Roles of catalysis and recoil

If one wants to describe the interaction of a nucleus with another nucleus, while taking into consideration the interaction
of the two nuclei with their surroundings (e.g., within an electrolyte, hot gas, plasma or solid), then the strongest
perturbation is the Coulomb interaction. It must be taken into account. The lowest order process is the 2nd order
one, which appears in perturbation theory, the graph of which can be seen in Fig. 1. The basic idea of recoil can be
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Figure 1. The graphs of Coulomb catalyzed nuclear reactions. The simple lines represent the initial (1) and final (1’) states of the catalyzing
particle. The doubled lines represent heavy, charged initial (2) particles (such as p, d), their intermediate state (2’), target nuclei (3) and reaction
products (4, 5, 6). The filled dot denotes Coulomb-interaction and the open circle denotes nuclear (strong) interaction. Figure 1(a) is a capture
(fusion) process and Fig. 1(b) is a reaction with two final fragments. Although the process in which particle 3 interacts first with particle 1 by
Coulomb interaction is also possible, but the corresponding graphs are not drawn here.

demonstrated with the aid of Fig. 1(a), in which a Coulomb scattering is followed by a capture process governed by
strong interaction.

As an example, let us consider the catalyzed p+ A3

z3
X → A4

z4
Y reaction, especially the catalyzed p + d → 3

2He
model-process (A4 = A3 + 1, z4 = z3 + 1 ). It is thought that slow initial protons enter a solid (e.g., Pd ) while
quasi-free A3

z3
X particles (e.g., deuterons) are also present within the Pd lattice. In this case, one of the slow protons

(as particle 2 in Fig. 1(a) ) can experience Coulomb interaction with a lattice constituent (Pd atom) of the solid (as
particle 1), knocking out it from the lattice before reacting with an A3

z3
X particle (e.g., a deuteron). Coulomb interaction
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is followed by strong interaction, which induces the nuclear capture process. The energy ∆ of the nuclear reaction is
divided between the heavy constituent (Pd atom) and the heavy nuclear product A4

z4
Y (e.g., 32He). (The terminology

‘before’ and ‘followed’ are used according to time ordering of perturbation theory of quantum mechanics [75]) This
process is a second order process in terms of standard perturbation theory. The rest masses of the participants are:
m1 = A1m0, m2 = m0, m3 = A3m0 (e.g., m3 = 2m0 ) and m4 = A4m0 (e.g., m4 = 3m0 ) corresponding to the
lattice constituent, the proton, the other nucleus (e.g., deuteron) and the nuclear product A4

z4
Y (e.g., 32He), respectively.

The states of the lattice constituent, the proton, the other nucleus and the nuclear product must fulfill energy and
momentum conservation in the initial and final states, i.e.,Ei = Ef, ki = kf, whereEi andEf are the total energies, and
ki and kf are the total wave number vectors in the initial and final states, respectively. If initially (before the Coulomb
interaction) protons and A3

z3
X particles (e.g., deuterons) move relatively slowly, and the lattice constituent has only

vibration energy of thermal origin, then Ei = 0 and ki = 0 can be assumed. Therefore, in the final state k1′ + k4 = 0,
where k1′ and k4 are the wave vectors of the lattice constituent, knocked out from the lattice, and the nuclear product
resulting k1′ = −k4(= k). From energy conservation, it follows that in the final state Ekin,1 + Ekin,4 = ∆ namely
!2k2/ (2m1) + !2k2/ (2m4) = ∆, which determines ! |k| = !k =

√
2m0a14∆ with ∆ the nuclear reaction energy

(a14 is determined by (4) ). (If m1 > m4 then the nuclear product (particle 4) will take away the larger part of ∆ .)
If the Coulomb interaction preserves the momentum (as was the case in the models used), then the Coulomb scattered
proton (particle 2’) also has wave vector k2′ = k4 = −k. That means its energy is E2′ =

!
2k2

2m2
= a14∆/A2 in the

intermediate state (e.g. E2′ =
3A1

A1+3∆ in the case of p + d → 3
2He reaction. A1 is the nucleon number of the heavy

constituent (Pd atom) and A2 = 1 in the case of proton capture discussed.)
For calculating nuclear matrix element (see Fig. 1(a)), the f2

2′3 factor comes in via |ϕCb (r = 0)|2 (see (1) ), which
must be calculated in the center of mass (c.m.) system of particles 2’ and 3. E2′(lab) = a14∆/A2 is valid in the
laboratory frame of reference (lab), the reference frame where the kinetic energy of the initial particles is negligible.
Thus,

E2′(c.m.) =
m3

m2 +m3
E2′(lab) =

A3

A2 (A2 +A3)
a14∆

must be substituted in (3), which gives

η2′3 = z2z3αfA2

√
m0c2

2a14∆
(21)

Then, η2′3 = z3αf
√
m0c2/ (2a14∆) with z2 = 1 and A2 = 1 corresponding to proton capture. In the case of the

catalyzed p + d → 3
2He reaction, ∆ = 5.493 MeV [76], which is the reaction energy. If A1 = 106 corresponding

to one of the Pd isotopes, then 2a14∆ = 32.05 MeV, η2′3 = 0.039 and f2
2′3 = 0.88. This must be compared to

f2
23 = 1.06 × 10−348 obtained with ε = 1 eV (producing 2πη23 = 807.9 ) in the case of the usual p + d → 3

2He + γ
reaction.

Moreover, in a proton capture process with particle 3 of mass number A3 , the mass number of particle 4 becomes
A4 = A3 + 1 and the reduced mass number a14 = A1 (A3 + 1) / (A1 +A3 + 1). If A1 # A3 = Â, then a14 = Â/2
and 2a14∆ = Â∆ = 572 MeV at Â = 100 with a typical (averaged) value of ∆ = 5.72 MeV (see Table I. of [70] ).
If z3 = 46 then η2′3 = 0.428 and f2

2′3 = 0.196. In this case, f2
23 of usual p capture process is much smaller than the

one obtained above (f2
23 = 1.06× 10−348 ) in the case of p+ d → 3

2He+ γ reaction.
Thus, the Coulomb scattered proton will have virtual momentum (and kinetic energy) in the intermediate state,

which is large enough to make a drastic increase of the factor f2
2′3, as illustrated in the two numerical examples above.

In summary, the state of an incoming heavy, charged particle may be changed by a nucleus of the environment in such
a way that (a) must not be neglected in rate calculations of nuclear processes and (b) makes possible dramatic increases
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in the probability of nuclear reactions. The nucleus of the environment, Pd in the illustration above, acts like a catalyst
in enabling the nuclear reaction without participating in it.

5.3. Charged particle catalyzed nuclear processes: heat production and lack of γ radiation

As a consequence of the perturbations by atoms in the surroundings, two types of processes, which are called catalyzed
processes, may become possible. The first

A1

z1
V + A2

z2
w + A3

z3
X → A1

z1
V ′ + A3+A2

z3+z2
Y +∆ (22)

is a capture of particle A2

z2
w (e.g., proton (p) , deuteron (d), triton (t), 3He, 4He, etc.) catalyzed by A1

z1
V (and A1

z1
V ′ ).

The second
A1

z1
V + A2

z2
w + A3

z3
X → A1

z1
V ′ + A4

z4
Y + A5

z5
W +∆ (23)

is a reaction with two final fragments (A2 + A3 = A4 + A5 and z2 + z3 = z4 + z5). The reaction energy ∆ is the
difference between the sum of the initial and final rest masses, that can be expressed with the aid of mass excesses as
∆ = ∆A2,z2 + ∆A3,z3 − ∆A3+A2,z3+z2 in case of (22), and ∆ = ∆A2,z2 + ∆A3,z3 − ∆A4,z4 − ∆A5,z5 in case of
(23), where∆Aj ,zj and∆A3+A2,z3+z2 are the corresponding mass excesses [76]. The rest mass of particle 1 does not
change since it only catalyzes the nuclear reaction. In case of catalysis by an electron, A1

z1
V and A1

z1
V ′ must be changed

to e and e′ in (22) and (23).
Usually, capture of particle A2

z2
w may happen in the A2

z2
w+ A3

z3
X →

A3+A2

z3+z2
Y + γ (with ∆ > 0 ) reaction, where γ

emission is required by energy and momentum conservation. Accordingly, (22) describes a new type of A2

z2
w -capture.

In the usual A2

z2
w -capture reaction, particles A3+A2

z3+z2
Y and the γ take away the reaction energy, and the reaction is

governed by the electromagnetic interaction. In reaction (22), the reaction energy is taken away by particles A1

z1
V ′ and

A3+A2

z3+z2
Y , while the reaction is governed by Coulomb as well as strong interactions. Importantly, the γ emission is

missing.
It is essential to speak about what can be measured. In (22) and (23), the reaction energy is taken away by

particles A1

z1
V ′, A3+A2

z3+z2
Y and A1

z1
V ′, A4

z4
Y , A5

z5
W , respectively, as their kinetic energy. Since the catalyzing particle and

the reaction product(s) are heavy (except the case of electron catalysis) and charged, they lose their energy in a very
short distance through multiple collisions with the surroundings, if the matter of the environment is dense [77]. So,
they convert the reaction energy efficiently into heat. Direct observation of the kinetic reaction products is difficult
because they rapidly lose energy to and heat the lattice. That means the usual detection methods for products of
nuclear reactions are generally not applicable. However, we note that some reaction particles occasionally escape and
are measured by the use of CR-39, a solid state nuclear track detector [78,79].

The three-body interaction reviewed above explains the twomain empirical observations of LENR, their occurrence
and the absence of energetic radiation. It also shows that both protons and deuterons can experience LENR. And, as
will be discussed more below, diverse nuclei can serve as catalysts for the reactions of light and other nuclei. We will
show that heavy nuclei can also experience low energy nuclear reactions with light nuclei.

5.4. Second order model of nuclear reactions modified by a solid state environment

The change of state of heavy charged particles induced by solid state environments was modelled first in the following
way [65]. Let us take two independent systems A and B, where A is a solid and B is an ensemble of free, heavy
charged particles (e.g., free deuterons or protons entering the solid). The corresponding Hamiltonians areHA andHB.
It is supposed that their eigenvalue problems are solved, and the complete set of the eigenvectors of the two independent
systems are known. Let us extend the state vectors of systems A and B to the nuclear bound states, which are initially
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empty, under the assumption that the two systems do not interact at the beginning. The interaction between them,
which is to be switched on adiabatically is described by the interaction Hamiltonian VAB = VCb (xAB) + Vst (xAB),
where VCb and Vst stand for the Coulomb and the strong interaction potentials, respectively. The suffixes A and B in
their argument symbolize that one party of the interaction comes from system A and the other from system B.

In the process investigated, first a heavy, charged particle of system B takes part in a Coulomb scattering with any
charged particle of system A. That interaction is followed by a strong interaction with some nucleus of system A,
which leads to their final bound states. The graphs of the process can be seen in Fig. 1. The process of Fig. 1(a) is a
nuclear capture process and the process of Fig. 1(b) is a nuclear reaction. (The processes, where the nuclear interaction
is followed by the Coulomb interaction, can be neglected since the contact probability density (1) disappears in the
ε → 0 limit investigated.) Particles 1 and 3, belonging to system A are: electrons (e.g., free electrons in the case
of a metal) or nuclei of the atoms forming the crystal and localized heavy, charged particles (bound, localized and
quasi-free p, d and other nuclei) as nuclear targets. Particle 2 belongs to system B, that is a charged, heavy particle
(e.g., proton (p) or deuteron (d) ), which is supposed to move freely in a solid (e.g., in a metal). Since the aim was
to show the fundamentals of the main effect, the core problem in LENR, the simplest description was chosen. That
there may be identical, indistinguishable particles in systems A and B, and the dynamic evolution of the number N2

of particles 2 of system B, were not investigated.
According to the rules of perturbation theory [74], the transition probability per unit time

(
W (2)

fi

)
of the capture

process (see Fig. 1(a)) can be written as [21]

W (2)
fi =

2π

!

∫ ∫ ∣∣∣T (2)fi
∣∣∣
2
δ(Ef −∆)

V 2

(2π)6
dk1′ dk4 (24)

with

T (2)fi =

∫ ∫ ∑

s=2,3

Vst, fνVCb(1, s)νi
Eν − Ei

V 2

(2π)6
dK dk, (25)

where Ei, Eν and Ef are the kinetic energies in the initial, intermediate and final states, respectively, ∆ is the reaction
energy, i.e., the difference between the rest energies of the initial and final states, V is the volume of normalization.
VCb(1, s)νi, s = 2, 3 is the matrix element of the Coulomb potential between the initial and intermediate states
and Vst, fν is the matrix element of the potential of the strong interaction between intermediate and final states. The
intermediate states of particles 2 and 3 are determined by the wave number vectors K and k of their center of mass
and relative motions, respectively.

Ef = E1′ + E4, (26)

Eν = E1′ (k1′) + E2′ (k2′) , (27)

where E1′ is the kinetic energy and k1′ is the wave vector of the catalyzing particle 1’ in the final state. Ej (kj) =
!2k2j/ (2mj) is the kinetic energy of the j -th particle in the intermediate (particles1’ and 2’) and final (particles 1’
and 4) states. If particle 1 is an electron [65] then

E1′ =
√
(!c)2 k21′ +m2

ec
4 −mec

2 (28)

withmec2 denoting the rest energy of the electron.
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For the Coulomb potential we use its screened form

VCb (x) =
e2zjzk
2π2

∫
1

q2 + q2sc,jk
exp (iq · x) dq (29)

with e2 = αf!c and qsc,jk the screening parameter in the case of particles j and k. For the strong interaction we
adopted in [65] the interaction potential

Vst (r) = −2f2 exp (−s |r|)

|r|
, (30)

where the strong coupling strength f2 = 0.08!c [80] and 1/s is the range of the strong interaction.
In [21] Vst (2, 3) = −V0 if |r| ≤ b and Vst (2, 3) = 0 if |r| > b with r the relative coordinate of particles 2 and 3.

This form is used in the case of the reaction A1

z1
V + p+ d → A1

z1
V ′+ 3

2He+ 5.493 with b = 2× 10−13 cm [21]. (For
the calculation of catalyzed process with two final fragments, Fig. 1(b), see [21].)

The initial wavefunction ψ1i (r1) of particle 1, if it is heavy and localized, is given by [65]

ψ1i (r1) =

(
β2
1

π

)3/4

e−
β2
1
2
r2
1 (31)

or as a Bloch-function of the form [34]

ϕk1,i
(r1) = N−1/2

1

∑

L

eik1,i·La(r1 − L) (32)

with r1 the coordinate of particle 1. ψ1i (r1) is the wave function of the ground state of a 3-dimensional harmonic
oscillator of angular frequency ω1 with β1 =

√
m1ω1/! [53], where m1 is the rest mass of particle 1. In the Bloch-

function, k1,i is wave number vector of the first Brillouin zone (BZ ) of the reciprocal lattice. a(r1 − L) is the
Wannier-function, which is independent of k1,i within the BZ, and is well localized around lattice site L. N1 is the
number of lattice points of the lattice of particles 1 [21].

It was found in the first calculation using this model [65] that, contrary to the commonly accepted opinion, nuclear
reactions in a solid metal environment can happen between heavy, charged particles of like (positive) charge of low
initial energy. It was found that the electron catalyzed d+d → 4He process has the largest rate among possible electron
catalyzed dd processes. The first calculation of the total rates of the heavy charged particle catalyzed nuclear processes
can also be found in [65].

In two subsequent papers, [69,70], the actual theoretical status of charge particle catalyzed reactions were sum-
marized. Those papers contain the developments found up to 2015 and 2017. They included (a) the phenomenon of
anomalous screening effect [27,28], (b) critical analysis of experiments of Fleischmann–Pons type, (c) possible charge
particle catalyzed reactions in a Rossi-type reactor (E-cat) and (d) the possibility of nuclear transmutations due to
charge particle catalyzed reactions.

5.5. Results due to an approximate solution of three-body problem in the nuclear range: catalysis by impurity
nuclei

The connection between charge particle catalyzed reactions and LENR showed the importance of nuclear transmutation
and recoil, as was emphasized in [70]. It was recognized that recoil by the catalyzing nucleus is the necessary condition
for nuclear transmutations free of gamma radiation.

Inspired by this recognition, an approximate solution of the 3-body problem, which is valid in the nuclear range for
two of the three particles that take part in the overall reaction, was constructed for the case of three free heavy charged
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particles, which interact via the screened Coulomb potential [21,71]. This model corresponds to the case when the
environment consists of free particles, and can describe a gas of atoms, and plasmas.

The modification δϕ = ϕ−ϕCb of the wave function ϕ in relative coordinate r caused by the Coulomb interaction
of particle 1 of coordinate r1 with the two other particles (particles 2 and 3 of coordinates r2 and r3 ) was determined
in the |r| ! R2 + R3 range where r = r2 − r3, R2 and R3 are nuclear radii of particles 2 and 3, and where the
ϕCb(r) = 0 approximation holds. It reads as

δϕ (r) =
∑

s=2,3

δϕ (s, r) (33)

where

δϕ (s, r) = z1zsαf
4π!c

V 5/2

ei(k1r1−k1R)

k2
1 + q2sc,1s

× (34)

×
2m0a1s
!2k2

1

[
f23 (|k|) eikr

]
k=a(s)k1

.

Here, k1 is the wave number vector of particle 1 and k is the wave number vector of particles 2 and 3 in their
relative motion. f23 comes from the Coulomb solution [25] and has the form given by (2). Finally, a(s) =
(−A3δs,2 +A2δs,3) / (A2 +A3) and s = 2, 3.

If the wavefunction does not vanish in the nuclear range, then nuclear processes are allowed to take place. That
can be seen from the arguments |k| = |a(s)k1| of f23 (|k|) that are

A3

A2 +A3
k1 and

A2

A2 +A3
k1

with s = 2, 3, respectively, where k1 = |k1|. In the case of a capture reaction, e.g., k2
1 = 2m0a14∆!−2 where∆ (> 0)

is the energy of the reaction and A4 in a14 is the mass number of the final nucleus in the capture reaction. ( f23 (|k|)
with |k| = A3

A2+A3
k1 is the same as the one given in subsection ’Roles of Catalysis and Recoil’ with η2′3 determined

by (21).) Consequently, if particle 1 obtains large kinetic energy due to nuclear reaction, then the factors f23 (|k|) and
the rate of the process will have considerable magnitude. In this case k2

1 % q2sc,1s and one can neglect q2sc,jk in the
denominator of (34), i.e., the shielding of the Coulomb potential has no effect on the mechanisms discussed. Further
numerical investigations of

f23 (|k|) with |k| =
A3

A2 +A3
k1 and |k| =

A3

A2 +A3
k1

(the s = 2, 3 cases, respectively, see above) show that nuclear reactions with proton (p ), deuteron (d), triton (t), 3He,
4He, etc. may have increased transition probability per unit time.

Using this approximate 3-body solution in the case of nuclear fusion in a gas of atoms or a plasma, it was found
that Coulomb scattering of fusionable nuclei on the screened Coulomb potential of the impurity nucleus, which only
catalyzes the process, can diminish the hindering Coulomb repulsion between them and drastically increase the proba-
bility of nuclear fusion. Since the second order process does not demand the matter to be in ionized state, the catalysis
of impurities can allow the plasma temperature required for nuclear reactions (such as fusion) to decrease signifi-
cantly. The only requirement is that all components must be in atomic or ionic states. However, the quantitative results
suggest that the density of the reactants and impurities must be considerably increased. The effective influence of wall-
gas interaction, which was also discussed [21,71], brings up the possible importance of gas-metal surface processes.
Promising new fuel mixes were also put forward. Based on these results, it may be expected that searches for new
approaches to energy production by nuclear fusion are possible [71]. Impurity catalysis in an atomic or ionic gas, and
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their interactions with wall of the equipment, may be connected to LENR observations, which were reported in gas
discharges [81].

5.6. Cross sections, counting rate- and power-densities

The transition probability per unit time of charged particle catalyzed processes can be determined in accordance with
the rules of quantum mechanics (see e.g., (24) ) [74]. Having the transition probability per unit time, the cross section
can also be deduced in standard fashion. It was shown in [24,74] that the cross sections σ(2)

23 of reactions (22) and (23)
have the form

σ(2)
23 =

n1S′reaction′

v23
, (35)

where n1 is the number density of particle 1, and v23 is the relative velocity of particles 2 and 3. This is a general
result. The σ(2)

23 ∼ 1/v23, similar to thermal neutron capture cross sections [29]. S′reaction′ was determined in the
case of the catalyzed p + d → 3He reaction and the reaction family (23) in [21,71]. In the case of (23) S′reaction′ was
deduced from the astrophysical factor S(0) (see (20) and [72]) at ε = 0. S′reaction′ is temperature independent and
S′reaction′ ∼ z21S(0) [21].

As a numerical example, we take the d(d, t)p reaction investigated in [28,82]. In [21], the cross section of the
catalyzed, second order process σ(2)

23 was compared to the cross section σ(1)
23 of the usual reaction in a d filled Pd.

For the cross sections σ(2)
23 = n1Sd(d, t)p/v23 = 7.77 × 10−11/

√
ε(in MeV) b with n1(Pd) = 1.36 × 1023 cm−3

and σ(1)
23 = 0.0571 exp(−0.990/

√
ε(in MeV))/ε( in MeV) b were obtained. If σ(2)

23 > σ(1)
23 , then the second order

process dominates, which is the case if ε < 0.001762 MeV. This result fits well with the experimental data of [82].
Consequently, the anomalous screening phenomenon in the case of d(d, t)p reaction may be connected to the Pd
catalyzed process discussed here. Similar results were obtained in the case of electron catalyzed d(d, t)p reaction [83].

The above numerical example shows that the cross section σ(2)
23 of heavy particle catalyzed processes, which can

become the dominant among the processes discussed here at appropriately high value of n1, can become comparable
with the very small cross section of the direct process if the number density n1 of the catalyzing particle becomes large
(e.g. 1023 cm−3, see above). However, the reaction products, which are heavy charge particles, decelerate in a very
short distance of about µm order of magnitude [77] which fact strongly hinders their observation (as is said in Section
V.C too). This fact is the reason for most experimental problems of LENR, it obstructs direct, quantitative comparison
of theoretical results with experimental data and it makes very difficult to carry out the recently proposed experiment
of coincidence type [21].

The counting rate density (r′reaction′ ) and power density (p′reaction′ ) are

r′reaction′ = n3n2n1S′reaction′ (36)

and

p′reaction′ = r′reaction′∆ = n1n2n3S′reaction′∆, (37)

where n2 and n3 are the number densities of particles 2 and 3. The counting rate- and power-densities are temperature
independent. It was also shown that if one of the three particles comes from within a solid (metal) that contains atoms
with nuclei of charge and mass numbers zj and Aj then nj = Njc/vc, where vc is the volume of elementary cell of
the solid andNjc is the number of particles j in the elementary cell [21]. The model may also be applied if at least one
of reacting particles is in a highly mobile, quasi-free state in or on solids, e.g., in the case of highly mobile, quasi-free
protons and deuterons. Thus, the model is valid in the cases of electrolysis cells, gas-solid surfaces and gas discharges.
Many numerical results for counting rate- and power-densities for 28 specific nuclear reactions can be found in [21]
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and [84]. 4He was produced in 19 of the cases, which had two final fragments. In general, we have found many
reactions for the production of 4He by different mechanisms.

Some results of our Sreaction and counting rate density calculations can be found in Tables 1 and 2. The energies
(spinparities ) of the considered excited states are: 12C, 4.439 MeV (2+) ; 20Ne, 1.634 MeV (2+) and 23Na, 0.4400
MeV (5/2+). S(ε) is taken from [85], S(0) = 3.5 × 107 MeVb and S(0) = 100 MeVb are taken from [72, 86],
respectively. Note that the S(0) = 1.0× 1016 MeVb [87] value seems to be an under-estimation of S(0) [88].

It is worth mentioning, as further numerical examples, a few cases of power and counting rate densities. In an
atomic or ionic environment, Xe catalyzed d(t, n)42He and 11

5 B(p,α)84Be reactions can produce power densities of
5570W cm−3 and 13.2W cm−3, respectively, if the product n1n2n3 = 1.861 × 1061 cm−9, which is the case, e.g.,
if n1 = n2 = n3 = 2.65 × 1020 cm−3. In similar circumstances, the d(d, n)32He and d(d, p)t reactions can produce
9.82 W cm−3 and 13.2 W cm−3, respectively [21,71]. Moreover, the 58Ni catalyzed 15N(p,α)12C, 14N(6Li,α)16O,
14N(7Li,α)17O and 12C(12C,α)20Ne reactions have counting rate densities 1.61×1011 cm−3 s−1, 9.64×1010 cm−3

s−1, 1.90 × 1010 cm−3 s−1 , and 4390 cm−3 s−1, respectively, with n1n2n3 = 1.861 × 1061 cm−9 [84]. These
results indicate that dd reactions have lost their unique role in LENR. They can be important both scientifically and
practically. However, it is now clear that “cold fusion” is simply a sub-case of the much more general and numerous
LENR.

The result (34) indicates that the most significant increase of the cross section caused by Coulomb interaction of
reacting particles (2 and 3) with A1

z1
V originates from factors f23 derived from the Coulomb solutions of particles 2, 3

of high ε. According to perturbation calculation [21] these Coulomb states are mixed to the state of ε = 0 and factors
f23, which come from these Coulomb solutions, are defined as

f2
23(s,∆) =

2πη23(s,∆)

exp [2πη23 (s,∆)]− 1
(38)

with

η23 (s,∆) = z2z3αf
a23
a(s)

√
m0c2

2a14∆
, (39)

where a(s) = |−A3δs,2 +A2δs,3| / (A2 +A3) with s = 2, 3 and ajk = AjAk/ (Aj +Ak) is the reduced mass num-
ber of particles j and k of mass numbers Aj and Ak. The cross section and the counting rate density are proportional
to a sum of terms proportional to f23(s,∆)f23(s′,∆).

In the case of proton capture (z2 = 1, A2 = 1 ) the s = 2 case with a(2) = A3/ (1 +A3) gives the largest f23
value therefore only the leading f2

23(2,∆) will be studied on. (One should remember that f2
23(2,∆)must be compared

to exp [−2πη23 (ε)] which comes from the cross section σ (ε) of usual nuclear reactions between charged particles 2
and 3 of charge numbers z2 and z3 (see (20) and [72] where η23 (ε) is the Sommerfeld parameter given by (3) and ε
is the kinetic energy taken in the center of mass coordinate system. If ε→ 0 then σ (ε) disappears.)

Capture reactions of type (22) will have cross section σ(2)
23 of considerable magnitude if η23 < 1 (if η23 = 1 then

f2
23 = 0.012 ). In the case of proton capture using η23(2,∆) the η23 < 1 leads to the condition

z3 !
[
2a14∆/

(
α2
fm0c

2
)]1/2

. (40)

In the case of heavy 1, 3 and 4 particles, A1 # A3 # A4 and a14 # A4/2 " z4 # z3 one has

z3 ! 2∆/
(
α2
fm0c

2
)
= 40.30×∆(in MeV). (41)

For d -capture this condition modifies as

z3 ! ∆/
(
2α2

fm0c
2
)
= 10.08×∆(in MeV). (42)
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Table 1. Quark names, charge, location, and magnetic parameters.

Quark name Quark location Quark value Magnetic vector
S(ε)
15 N(p, α0)12 C 8.20× 10−51 4.965 1.61× 1011
15 N(p, α1)12 C 1.63× 10−51 0.526 3.19× 1010

S(0) = 100
23 Na(p, α0)20 Ne 5.59×10−52 2.377 1.10× 1010
23 Na(p, α1)20 Ne 4.43× 10−52 0.743 8.68× 109

S(0) = 3.5× 107
14 N(7 Li, α0)17 O 9.71× 10−52 16.155 1.90× 1010
14 N(6 Li, α0)16 O 4.92× 10−51 19.262 9.64× 1010
16 O(7 Li, α0)19 F 2.43× 10−53 9.233 4.76× 108
16 O(6 Li, α0)18 F 2.13× 10−53 6.051 4.18× 108
17 O(α0, n)20 Ne 3.46× 10−54 0.587 6.79× 107

S(0)=1.0×1016
12 C(12 C, α0)20 Ne 2.24× 10−58 4.617 4390
12 C(12 C, α1)20 Ne 4.43× 10−63 2.983 0.087
12 C(12C, p0)23 Na 8.11× 10−67 2.241 1.60× 10−5

12 C(12C, p1)23 Na 4.39× 10−70 1.801 8.61× 10−9

All these mean that e.g. even the 238U+ d+ 235U → 238U′+ 237Np + 9.182 MeV d-capture reaction can happen
with a non-negligible probability (counting rate density). As a result we are faced with plenty of possible p - and
d-capture reactions of type (22). Obviously the A1

z1
V+ d+ d → A1

z1
V′+ 4He+ 23.845MeV reaction may also happen.

An essential consequence of the possibility of p - and d -capture reactions of type (22) is the possibility of nuclear
transmutation of all the elements of the periodic table.

It was found that not only in the case of the earlier investigated reactions (the reactions from d(d, n)3He up to
11B(p,α)8Be, see Table 1 of [21]) but in view of the results of reactions discussed here (reactions from 15N(p,α0)12C
up to 12C(12C,α1)20Ne, see Table I here and the reactions of Table 2) the counting rate density of reaction can have
considerable magnitude if the number densities nj (j = 1, 2, 3) of the initial particles reach appropriately high values.

6. Other Processes due to Coulomb Field of Surroundings: Resonance-Like third and fourth Order
Processes

In [65,21,71,84], only processes of second order were discussed. In [66], the family of double nuclear processes,
which has special interest from the point of view of LENR, were considered. The 3rd- and 4th-order double nuclear
processes were investigated, the graphs of which can be seen in Figs. 2 and 3. It must be emphasized at the outset
that resonances may occur in both double nuclear processes. The reason for the possibility of resonance is that the
continuum of the kinetic energy of an intermediate state is shifted down by the energy of the (first) nuclear transition,
and therefore one of the denominators in the perturbation theory can be equal to zero. The occurrence of resonances
increases the counting rate significantly. In this section, we discuss a few resonant processes.

6.1. Resonance-like heavy charged particle catalyzed double nuclear processes

First, the resonance-like heavy charged particle catalyzed double nuclear processes (see Fig. 2) are discussed. The
particles in Fig. 2 are all heavy, and positively charged. The ingoing particle is particle 2, which belongs to system
B (the ensemble of incoming particles constitutes system B ). It was supposed that it has moderately low energy
(of about keV order of magnitude, as in low-energy dd fusion experiments). Although in [66] it was supposed that
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Table 2. Sreaction (in cm6 s−1 ) and counting rate density rreaction (in cm−3s−1 ) of Pt
(of mass number 195 ) assisted reactions with two final fragments. ∆ (in MeV) is the
energy of the reaction. rreaction = n1n2n3Sreaction is the counting rate density (called
rate in astrophysics) that is calculated with n1n2n3 = 1.861 × 1061 cm−9. S(0) (in
MeVb) is the astrophysical factor at ε = 0, where ε is the center of mass kinetic energy.
S(0) = 3.5 × 107 MeVb, S(0) = 100 MeVb are taken from [72], [86], respectively.
Sreaction (in cm6 s−1 ) and counting rate density rreaction (in cm−3s−1 ) of Pt (of mass num-
ber 195 ) assisted reactions with two final fragments. ∆ (in MeV) is the energy of the reaction.
rreaction = n1n2n3Sreaction is the counting rate density (called rate in astrophysics) that is cal-
culated with n1n2n3 = 1.861× 1061 cm−9. S(0) (in MeVb) is the astrophysical factor at
ε = 0, where ε is the center of mass kinetic energy. S(0) = 3.5× 107 MeVb, S(0) = 100
MeVb are taken from [72], [86], respectively.Sreaction (in cm6 s−1 ) and counting rate density
rreaction (in cm−3s−1 ) of Pt (of mass number 195 ) assisted reactions with two final frag-
ments. ∆ (in MeV) is the energy of the reaction. rreaction = n1n2n3Sreaction is the counting
rate density (called rate in astrophysics) that is calculated with n1n2n3 = 1.861 × 1061

cm−9. S(0) (in MeVb) is the astrophysical factor at ε = 0, where ε is the center of mass
kinetic energy. S(0) = 3.5 × 107 MeVb, S(0) = 100 MeVb are taken from [72], [86],
respectively.

Reaction Sreaction ∆ rreaction
S(0)=100
16 O(d, α0)14 N 1.86× 10−51 3.011 3.66× 1010
17 O(d, α0)15 N 2.11× 10−51 9.800 4.15× 1010
18 O(d, α0)16 N 1.96× 10−51 4.245 3.85× 1010

S(0)=3.5× 107
16 O(d, α0)14 N 6.52×10−46 3.011 1.28× 1016
17 O(d, α0)15 N 7.40×10−46 9.800 1.45× 1016
18 O(d, α0)16 N 6.86×10−46 4.245 1.35× 1016

particle 2 is created in the second order processes discussed in [65] or after it during the decelerating process, it was
pointed out in [21] that it may have very low kinetic energy.

In the resonance-like process, particle 2 scatters by Coulomb interaction with particle 1 of initial state ψ1i (x) of
the form (31). Particle 1 is localized in the solid (system A ). Particles 3 and 4 are the nuclear targets of system A.
The particles in the intermediate states 1’ and 2’ may pick up a large enough wave vector to overcome the Coulomb
repulsion due to particles 3 and 4. Particles 5 and 6 are products of the process. The nuclear processes 1′ +4 → 5 and
2′ +3 → 6 can take place as the consequence of the Coulomb scattering of particles 1 and 2 on each other. Here, both
nuclear processes are thought to be nuclear captures. With the aid of the graphs of Fig. 2 one can see that the processes

A2

z2
w+ A3

z3
X →

A2+A3

z2+z3
Y +∆23 (43)

and
A1

z1
V+ A4

z4
v −→ A1+A4

z1+z4
y +∆14 (44)

are coupled to the
A1

z1
V+ A4

z4
v+ A2

z2
w+ A3

z3
X →

A2+A3

z2+z3
Y+ A1+A4

z1+z4
y+∆ (45)

double nuclear capture process due to Coulomb interaction of particles A1

z1
V and A2

z2
w. Here ∆ = ∆23 + ∆14 is the

energy of the double reaction. Naturally, if the particles are all free, then Coulomb interactions between particles 2,
3 and 1, 4 must be taken into account too. Correspondingly, contributions due to Coulomb interaction of particles
(1, 3), (2, 4) and (3, 4) must also be considered in calculating T (3)

fi [66]. It can be shown that the process may have
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resonance-like character [66], if the masses of particles 5 and 6 differ significantly. Therefore, when calculating the
counting rate, it is enough to calculate the dominant contribution resulting from the leading graph, which is Fig. 2(a)
in the casem5 % m6, discussed in [66].

Not only capture reactions may couple. Coupling may also happen between reactions with two final fragments,
and between a capture reaction and a reaction with two final fragments, as well. Such reactions are not discussed
here. Moreover, one can conclude that there may be a great variety of possible quasi-resonant heavy charged particle
catalyzed double nuclear reactions.

6.2. Electron catalyzed double nuclear processes

From the processes discussed up till now, one can conclude the following: (a) it is advantageous if the wave vector
(momentum) transferred through the intermediate state by Coulomb interaction has the maximum possible value, and
(b) the appearance of resonance significantly increases the nuclear reaction rate. These conclusions led to a 4th-order,
electron catalyzed double nuclear process, the graphs of which can be seen in Fig. 3. For a particular choice of the
participants [66], resonances can be found in the processes of Fig. 3 (a) and (b). The resonance arises in line 4’.
Moreover, the details of the calculation show that a large contribution to the counting rate is obtained if the energy of
the electron in the final state is negligible compared with the energy of the total reaction. In other words, the main
contribution to the counting rate is produced by final states in which particles 6 and 7 share the reaction energy.

It is supposed that particle 1 (1’ and 1”) is a quasi-free electron of the solid (a metal). Particle 2 is an ingoing free,
heavy, positively charged particle of system B. Particles 3, 4, and 5 are heavy particles of positive charge that are
localized in the solid. If processes of Fig. 3 (a) and (b) have resonance-like character [66], then the process of Fig. 3
(c) does not, and so its contribution to Tfi may be neglected. In that case, particle 4 is localized and its state is given by
(31). Generally, in the electron catalyzed double nuclear reactions, two reactions are coupled, both of which may be
capture reactions or reactions with two final fragments.

6.3. Nuclear power in Ni–H systems due to double proton capture

Extra heat production was observed in the Ni–H system by use of hot hydrogen gas [89,90]. The nuclear origin of the
heat was proven with neutron detection [91]. It was shown in [66], that in gaseous Ni–H systems, the quasi-resonant
electron catalyzed (double) proton capture of the Ni isotopes (the processes in Fig. 3) may have a high rate. The power
generated by such nuclear processes, as calculated from our theory, is also considerable from a practical viewpoint.
For the numerical details see [66]. The chemical-catalytic process producing atomic hydrogen [92] is not considered
in [66]. It was supposed that the entire gas is atomic at the Ni surface. The obtained nuclear powers were consistent
with observations [89,90].

6.4. Other results of third and fourth order reactions

In addition to the reactions just discussed, it is found that the coupled d+ d → 4 third order deuteron and fourth order
electron catalyzed double nuclear processes have extremely large counting rates. The potential nuclear power has
considerable magnitude from the point of view of practical applications [66]. The 4

2He production with 34.7MeV/He
obtained in 3rd order deuteron and 4th order electron catalyzed coupled d+d → 4

2He and A
46Pd+d → A+1

47 Ag processes
seem to fit well with the observed 32± 13MeV/He value from LENR experiments [16]. However, it was pointed out
in Section 5. that adequately large enough numbers of possible catalyzed nuclear reactions (e.g., p - and d-capture
reactions in the case of all elements of the periodic table [84]) may happen and produce energy without emitting 4

2He.
This possibility can explain the uncertainty in the emitted energy of 42He particles.
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Figure 2. Graphs of quasi-resonant heavy charged particle Coulomb-catalyzed nuclear reactions. The filled dots denote Coulomb-interactions and
the open circles denote nuclear (strong) interactions. The free particle 2 (e.g., p or d) belongs to system B. Localized particles 1, 3 and 4 belong to
system A. All the particles are heavy and positively charged. From the point of view of the nuclear process, particles 1’ and 2’ are ingoing, particles
3 and 4 are targets, and particles 5 and 6 are reaction products. For the case discussed in [66], there is a resonance in process (a). Therefore its
contribution to the rate is dominant, and the contribution of the process (b) is neglected.
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Figure 3. The graphs of quasi-resonant, electron catalyzed nuclear processes. The simple lines represent free (initial (1), intermediate (1’) and final
(1")) electrons. The doubled lines represent heavy, charged initial (free 2, bound 4) particles (such as p, d), their intermediate states (2’, 4’), target
nuclei (3, 5) and reaction products (6, 7). The filled dots denote Coulomb-interactions and the open circles denote nuclear (strong) interactions.
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Figure 4. The graph of cooperative exchange processes (46). Particle 1 (q) and 1’(q’) correspond to catalyzing charged particle, particle 2 is the
nucleus which loses A3

z3
w and becomes particle 2’. Particle 3 is the intermediate A3

z3
w. Particle 4 is the nucleus which absorbs A3

z3
w and becomes

particle 5. The filled dot denotes Coulomb-interaction and the open circle denotes nuclear (strong) interaction.

7. Cooperative Exchange Processes

Up to this point, the modification of the nuclear structure due to surroundings was not considered. However, Coulomb
interactions and electromagnetic radiation may change the nuclear structure, e.g., they may break up (virtually) nuclei
such as deuterons. Now these processes will be briefly considered. The treated processes have the following general
form

q + A1

Z1
X + A2

Z2
Y → q′ + A1−A3

Z1−z3
V+ A2+A3

Z2+z3
W+∆ . (46)

Here q and q′ denote any charged particle of the surroundings (e.g., bound and free electrons) and ∆ is the en-
ergy of the reaction, i.e., the difference between the rest energies of the nuclei in initial

(
A1

Z1
X +A2

Z2
Y
)
and final

(
A1−A3

Z1−z3
V+ A2+A3

Z2+z3
W
)
states. The intermediate particle (particle 3 in Fig. 4), which is exchanged, is A3

z3
w.

In process (46), the initial particle q (particle 1 ) Coulomb interacts with the nucleus A1

Z1
X (particle 2 ). A recoiled

particle q′ (particle 1′ ), the intermediate particle A3

z3
w (particle 3 ) and the nucleus A1−A3

Z1−z3
V (particle 2′ ) are created

due to this interaction. The intermediate particle A3

z3
w (particle 3 ) is captured by the nucleus A2

Z2
Y (particle 4 ) due to

the strong interaction, forming the nucleus A2+A3

Z2+z3
W (particle 5 ). Hence, in process (46), the nucleus A1

Z1
X (particle 2 )

loses the particle A3

z3
w, which is taken up by the nucleus A2

Z2
Y (particle 4 ). The overall process is energetically allowed

if∆ > 0.
If particle A3

z3
w is a neutron, then the physical explanation of the virtual neutron stripping due to the Coulomb

interaction is the following. The Coulomb interaction acts between the Z protons and particle q (e.g., an electron). The
neutrons do not feel the Coulomb interaction. So one can say that the nucleus A1−1

Z X is in fact stripped of the neutron
due to the Coulomb interaction. In electric dipole coupling, the neutron has effective charge qn = −Z1e/A1 [93].

7.1. Cooperative internal conversion processes

If q in the initial state of (46) is a bound electron, then the reactions are called cooperative internal conversion processes
(CICP). They were studied in [68], where the case of noble gases and, in particular Ne, was numerically investigated.
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The cross section σbf (A1, A2) of the bound-free (bf) electron transitions of CICP was determined with the aid of
standard second order perturbation theory of quantum mechanics in the spherical shell model [94]. For the details, see
[68]. In the numerical calculation, V0 = 50 MeV was used [93] for the depth of a rectangular potential well which
described the strong interaction. In the case of Ne, only the e+ 21

10Ne+ 21
10Ne → e′+ 20

10Ne+ 22
10Ne + ∆ reaction is

allowed with ∆ = 3.603 MeV. The transition probability per unit time was estimated as λ1 > λ1(K) taking into
account the transition from the K shell of Ne. A cross section of σ0bf,sh(K) = 8.25 × 10−45 cm−2 was obtained.
Taking this for the half-life τ1/2,1 associated with the process, τ1/2,1 < 3.8 × 1016 s (1.2 × 109 y ) was obtained for
a gas of normal state

(
n = 2.652× 1019cm−3, T = 273.15 K, p = 100 kPa

)
. The estimated half-life is so long that

the decay through CICP does not alter natural abundance of Ne to an observable degree. However, the rate is high
enough to be measurable. 2010Ne and 22

10Ne are mostly formed with energy near below E10 = A1+1
A1+A2

∆Bi = 1.97 MeV
and E10 = A1−1

A1+A2
∆Bi = 1.63MeV with wave vectors of opposite direction. Therefore, it is plausible to observe their

creation by a coincidence measurement.
Cooperative internal conversion processes with proton and triton exchanges were also investigated [68]. There are

other possibilities for realizing cooperative exchanges, when the exchanged heavy particle is d, 32He and 4
2He, but they

were not investigated.

7.2. Results of electron catalyzed neutron exchange

In [67], two families of electron catalyzed reactions were investigated numerically:

e+ A1

28 Ni+
A2

28 Ni→ e′ + A1−1
28 Ni+ A2+1

28 Ni+∆ (47)

and

e+ A1

46 Pd+
A2

46 Pd→ e′ + A1−1
46 Pd+ A2+1

46 Pd+∆. (48)

With neutrons in the uppermost energy level of A28Ni and A
46Pd isotopes, we used the 1p shell model states in the cases

of A = 58− 60 and the 0f shell model states in the cases of A = 61− 64 of the Ni isotopes and the 0g shell model
states in the cases of A = 102 − 104 and the 1d shell model states in the cases of A = 105 − 108 of the Pd isotopes
[94].

It was found that in the spherical shell model the processes

e+ 61
28Ni+ 58

28Ni→ e′ + 60
28Ni+ 59

28Ni+ 1.179MeV (49)

and

e+ 108
46 Pd+ 105

46 Pd→ e′ + 107
46 Pd+ 106

46 Pd+ 0.342MeV (50)

have the largest cross section σSh = 0.088/Eie µb and σSh = 0.26/Eie µb, respectively, with Eie the energy of the
electron initially given in MeV. In this case, the 60

28Ni and the 59
28Ni isotopes take away 0.585MeV and 0.594MeV, and

the 107
46 Pd and the 106

46 Pd isotopes take away 0.170 and 0.172MeV, respectively.
Reactions (48), and especially (50), may be connected to the results of an unusual LENR experiment [95] in which

the cathode was a wire of Pd 50 µm in diameter. It was configured to have a current flowing along its length of 250
cm, as well as between it and the anode. In that experiment, a large power density of 50 kW/cm3 was observed but
that experiment has not been repeated [13]. However, the origin of the obtained large power density in that and similar
experiments is open to question. Perhaps it is due to electron catalyzed reactions caused by the electron current in the
cathode, or it may be due to the increased quasi-free deuteron number density caused by electromigration [96].
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7.3. Photo-induced nuclear cooperation: the cooperation factor

Finally, still considering cooperative processes, photo-induced nuclear cooperation is worth mentioning. In a recent re-
port [97], observations of nuclear activity in deuterated materials subjected to a low-energy photon beam was reported.
Importantly, the photon energy was less than the deuteron binding energy B = 2.225MeV.

The results of [97] indicate that to induce nuclear activity the simultaneous presence of deuterons and a photon
flux is necessary. In control experiments with samples made from H , nuclear activity did not appear [97]. So the
observed phenomenon may be ascribed to ‘virtual’ photo-disintegration of deuteron, i.e., the process responsible for
nuclear activity may be one in which electromagnetic radiation virtually breaks up deuterons, and then the virtually-
free neutron is captured by another nucleus [98]. The overall reaction is

nγγ + d+ A2

z2
X → (nγ ± 1) γ + p+ A2+1

z2
X +Dj , (51)

which was called photo-induced nuclear cooperation with neutron exchange. (The term ‘virtual’ refers to the inter-
mediate state in standard second order perturbation theory.) Here γ denotes photon, nγ is the number of γ photons
initially present, d is deuteron which is ‘virtually’ broken up due to electromagnetic interaction, A2

z2
X stands for the

cooperating (target) nucleus which absorbs the ‘virtual’ free neutron, A2+1
z2

X denotes final nucleus (of A3 = A2 + 1 )
and Dj is the energy of the reaction.

A special case of (51) is when nγ = 0, i.e., when initially photons are not present. In this case, (51) reads

d+A2

z2
X → γ + p+A2+1

z2
X +Dj . (52)

This reaction was called cooperative spontaneous γ emission with neutron exchange.
The transition probability per unit time and the cross section calculation for processes (51) and (52) were based on

theoretical results obtained during cross section calculations of real photo-disintegration of the deuteron [29,99,100].
They were carried out with the aid of standard second order perturbation theory of quantum mechanics [74]. It was
found [98] that the full rate of cooperative spontaneous γ emission is many orders of magnitude larger than the rate of
photo-induced nuclear cooperation, which could produce a γ source. Investigating the observations [97], it was found
that the observed activity cannot be achieved by irradiation of samples by a γ flux. Perhaps, cooperative spontaneous
γ emission may be responsible for the observed nuclear activity.

In [98], an important quantity, the cooperation factor Fcoop, was introduced. It takes into account contributions to
the counting rate, which come from cooperating nuclei located at different distances. It was found that cooperation
factor may considerably decrease rates and cross sections of cooperative processes between localized participants. So,
in this case it must be taken into account.

8. Importance of Plasma-Like States

Plasmas have been mentioned a few times earlier in this review. However, we have yet to make clear either their rela-
tionship to LENR in general, or the role they play in our theoretical work. This section starts with a very brief summary
of how plasmas have been involved in past LENR experiments. Then, we review why plasmas are a significant part of
our theoretical work.

8.1. LENR experiments involving plasmas

Both conventional high temperature plasmas and plasmas in condensed matter have been part of many LENR ex-
periments. Plasmas consisting of electrons and positive ions exist at a wide range of temperatures. The use of
ultrasonically-induced cavitation bubbles to introduce protons and deuterons onto and into metal targets involved hot
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plasmas. Such experiments produced evidence of heat generation, which was attributed to LENR [101]. More com-
mon low temperature glow discharge plasmas have also caused interactions between hydrogen isotopes and metals.
Such experiments produced strong evidence of tritium generation [102]. The experiments just noted involved low and
high density media.

Most LENR experiments have involved condensed matter of some type, many in plasma-like states with mobile
charges of both signs. Molten salts can be thought of as plasmas of mobile negative anions and positive cations.
Early experiments with electrolytes of molten salts resulted in reports of significant LENR heat [103]. Ordinary liquid
electrolytes, with salts dissolved in light or heavy water, share a significant characteristic with conventional plasmas
because they consist of mobile negative and positive charges. Although shielded by hydration, they respond to fields
between the electrodes. Such electrolytes have been used in hundreds of LENR experiments, which produced LENR
heat and evidence of transmutations.

Solid-state plasmas have been involved in LENR experiments. Mobile conduction electrons in metals and alloys
are inevitably part of the cathodes and other metallic components in LENR experiments. They have high densities.
Similarly, electrons and holes in semiconductors share many characteristics with low density hot plasmas. Their density
can vary widely from low to high values, depending on the doping. Semiconductors have been part of only a few LENR
experiments. One involved a graded mixture of semiconductor and metallic particles, which give some evidence of
voltage production [104]. Proton conductors are insulating compounds with relatively open structures, through which
hydrogen isotopes can move due to fields. Some experiments with proton conductors have given evidence of LENR
[105].

It is possible to consider protons and deuterons on and within metals and alloys as a type of plasma due to their
high mobility. Such isotopes on the surface are subject to applied fields, as well as to diffusion. In the interior of
metals, where fields are usually shielded, diffusion can still produce relatively rapid motion of hydrogen isotopes.

Ordinarily, the ions on or in a lattice are not thought of as analogous to the ions in gaseous plasmas, because they
are localized in position in a lattice. However, we view the hydrogen isotopes within solids similar to the ions in
gaseous plasmas, due to their high mobility. That mobility has a clear foundation. Hydrogen isotopes in metals do not
have bound electrons, as do all other elements in the periodic table in a lattice. They are transiently screened by the
free electrons of the conduction band, again much as in a gaseous plasma. The lack of bonding electrons on hydrogen
isotopes in metals gives them sizes on the scale of femtometers, the normal nuclear size scale, since they are only
nuclei. Their diameters are not on the scale of the size of other ions, that is about one-tenth of a nanometer. The small
size is at the root of their very high diffusion coefficients [106] and the behavior of proton conductors [107. Protons
and deuterons in materials that exhibit LENR are much like the positive ions in ordinary plasmas with a significant
exception. Their motions are not random in all directions, but are constrained by the directions available in a lattice.
However, they are still very mobile.

8.2. Roles of plasmas in the theoretical work

The mobility of nuclei is fundamental to the occurrence of the key mechanisms discussed in earlier sections of this
paper. Since we desire two important conditions, (a) the mobility, which is often called a quasi-free state, and also
(b) high densities to achieve high reaction rates, we have primarily considered plasmas in low temperature condensed
matter.

The mechanisms we have developed and elaborated do not have to involve high speed, that is, energetic or hot,
nuclei. Importantly, they are active in and explain low temperature nuclear reactions. However, some nuclear mobility
is still required, such as exists in plasmas. Our key mechanism, the three-body catalytic reaction, requires reactants of
quasi-free state. There is no requirement for the initial motion of the catalyzing nucleus, however, its quasi-free motion
is allowed. The high mobility of protons and deuterons on and in metals and alloys is critical to production of LENR
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and to our explanation of LENR. Our view of the collection of hydrogen isotopes on or within lattices as a plasma of
mobile nuclei is not common, but is fundamental to our developments and results.

However, some of our calculations have shown that the impurities, if they are present in conventional hot plasmas
of fusion power experiments, might also catalyze nuclear reactions. We dealt with the case of such a dense and
hot plasma, which is very similar to the plasmas created in inertial confinement fusion experiments [108,109]. Our
theoretical results [71,21] indicate that the presence of impurities of high charge number and of large number density,
which are strongly prohibited now since they induce high radiation losses, may be advantageous. It is because the
mechanism we considered might drastically reduce the temperature needed to induce and maintain nuclear (mainly
fusion) reactions in such plasmas. This possibility is not on a par with our fundamental explanation of the root causes
of LENR. It is introduced because of the potential positive role of impurities within high temperature fusion plasmas,
and more importantly, the positive effect of possible interactions of ions from hot plasmas with the walls of containment
systems, if they are possible.

9. Comparisons with LENR and dd Fusion Data

The earlier parts of this paper sought to explain the concepts, and results based on them, as obtained from the research
program of two of us. Empirical data on LENR and on the enhanced deuteron fusion cross sections at low beam
energies were introduced occasionally, as appropriate. The main features of LENR, which seem to be explained and
are mentioned above, are the followings:

(a) Nuclear reactions may occur at low energy.
(b) Nuclear transmutations may occur across periodic table in LENR experiments.
(c) Heat production without considerable emission of γ radiation is possible.
(d) Excess heat goes hand in hand with helium production in LENR experiments.
(e) A current density threshold may appear in electrolytic-LENR experiments.
(f) Energy production in Ni–H experiments may be explained.
(g) Connection of accidental processes (bursts, explosions and craters) with Boson Induced Fusion and

parametric-like loss mechanism may be made.
Now, we deal with some of LENR data in more detail, but we invert the approach to focus on the experimental

side, i.e., on the many characteristics of laboratory data on LENR, and also on the low energy deuteron fusion cross
sections. The theoretical works are reintroduced where they fit. It is hoped that this section will enable readers to see
that we have made substantial and successful contact between the results of our theoretical work and the large amount
of empirical information from laboratory research on LENR. We begin by focusing on LENR. Then, we turn to the
enhanced cross sections, which were also considered theoretically with some success.

9.1. Low Energy Nuclear Reactions

The voluminous empirical experience for and about LENR can be sorted into different categories of varying strength.
The widely and well established ability to cause nuclear reactions on or in solids by using chemical energies, without
emission of intense energetic gamma and neutron radiations, is in the top category. Those two observations were
referred to as “miracles” by the earlies critics of cold fusion. The subsequent three decades of LENR experiments
have shown both the absence of radioactive products after LENR, and the high variability of LENR measurements.
Those two observations are strongly supported by thousands of experiments, hundreds of which have given evidence
for LENR. They involve different solids, notably palladium and nickel, and both protons and deuterons. In the second
category are observations that have been reproduced at multiple laboratories, notably heat generation and transmuta-
tions, including some parametric variations. The last category includes observations that have yet to be reproduced
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properly, but are still worth attention, sometimes because of the reputation of the scientists involved. We discuss each
of the groups in turn.

The occurrence of LENR in experiments with solid components, without emission of significant intensities of
neutrons or gamma rays, is well established [14]. The observations cannot be explained by chemistry. The three-
body mechanism we conceived and explored offers explanations for both the production of LENR in low energy
circumstances and the absence of γ radiation [21,65]. This mechanism requires adequately high densities of all three
of the involved nuclei, the two reactants and the catalyzing particle. This explains the need for solid components,
such as electrodes in electrolytic LENR experiments, which usually provides the largest number density of the three
involved nuclei. The theoretical work reviewed above shows that it is possible for LENR to occur in both palladium
and nickel [69,70] (and other metals), and that both protons and deuterons can enter into LENR [21,84].

The absence of radioactive products after LENR experiments, is not absolute, because tritium is produced in some
experiments, probably by catalyzed d(d, t)p reactions. However, the amount of the radioactivity in LENR products
is vastly smaller than in the products of fission reactions, and that expected in fusion reactors due to activation of
materials near the hot plasmas. In a recent paper [84], we computed nickel-catalyzed LENR rates for the formation
of product nuclei in both their ground and first excited states. The probability of formation of a nucleus in the excited
states was found to be substantially less than the formation in the ground state. This occurs because the reaction energy
decreases with the excitation energy, and therefore, the possibility of recoil decreases. The calculations did not take
into account angular momentum conservation, which may account for further decrease in the production of excited
states. This is a topic that needs much further exploration.

The three-body mechanism also provides one of the rationales for the inconsistency of LENR experiments. If the
necessarily high triple number density product is not achieved on or in some parts of the involved solids, LENR will
not be seen. The establishment and maintenance of the right local conditions, what Storms calls the Nuclear Active
Environment, is necessary, but not easy. It depends on experimental details, including the composition and structure
of the materials, and also on the protocols used.

Diversity of the results of seemingly similar electrolysis experiment may have a further reason. Important quantities
like, e.g., the pH value and its distribution in the case of electrolysis, and also detailed chemical composition of all parts
of the experimental arrangement, are generally not measured or reported. However, they influence or determine the
local rate of LENR. The wide variety of possible reactions means that the outcomes of experiments can vary widely,
when LENR are produced [21, 84].

The second category of LENR evidence includes the correlation of heat and helium production in many experi-
ments. Some of the best work indicates that approximately 32 MeV of energy are released for each helium nucleus
produced [110]. The theoretical work reviewed in earlier sections shows that there are several exothermic nuclear
reactions that produce helium [21, 84]. Some of the reactions would produce 34.7 MeV/He [66]. Moreover, (p,α) and
(d,α) reactions are energetically allowed with many isotopes of the periodic table. Altogether, the proportionality of
excess heat with 4He production is clarified. Hence, it is not necessary to focus on dd fusion reactions to understand
helium production and its relation to heat generation.

There are other observations of the correlation of excess heat with two of the parameters in LENR experiments,
which date from the earliest days of the field and which have been reproduced in other experiments. The first is
a requirement for high loading of deuterons into palladium. It was reported by two laboratories in 1992 that the
production of LENR heat scales quadratically with the fraction of octahedral sites in palladium that are occupied by
deuterons, above a threshold of about u = 0.85 with u the deuteron over metal ion number density [111]. This feature
may be easily explained by the rate and power density equations of the three-body mechanism. Since deuterons are
targets and reactants as well, their number density enters twice (quadratically) in the triple product [21,71]. The second
well-established empirical requirement was also found in electrochemical experiments. LENR production requires an
electrolysis current density at the cathode surface of at least 100 mA/cm2 [1,111,112]. This observation was obtained
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in d filled Pd. The threshold in the current density of electrolysis may be explained by the threshold condition of the
BIF mechanism [47].

Other systematic laboratory LENR experiments involved variation of the temperature of electrochemical cells and
gas reaction chambers. It was found in six experiments with palladium or nickel, and protons or deuterons in various
combinations that the generation of LENR energy depended exponentially on the inverse of the temperature [115].

This so-called Arrhenius behavior of the generation of excess power Pexc is certainly due to nuclear reactions. The
observed lnPexc ∼ 1/T temperature dependence in the case of electrolysis of deuterized materials [113,114], where
T is the absolute temperature, may partly be attributed to the numberN3 of quasi-free deuterons, which is temperature
dependent [70]

N3 (T ) = N1ue−
E
kT e−

ε
kT , (53)

where the number of filled lattice points of the d sub-lattice is N1u with N1 the number of possible host-lattice sites,
E is the activation energy of the deuteron necessary for it to be quasi-free in the host lattice, and ε is its quasi-kinetic
energy. So, N3(T ) gives the number of deuterons, which are within the lattice but are delocalized, so that they can
move quasi-freely within the lattice, and take part in the processes discussed. The movement of deuterons in a lattice
is a problem of diffusion, as it was pointed out recently [114].

The top evidence for LENR is the occurrence of nuclear transmutations, which cannot happen without nuclear
reactions. Many LENR experiments have shown the production of elements, which were not present at the start of the
experiments [116]. Changes in isotope ratios have also been measured [117]. Our theoretical work already reviewed
offers an explanation for such transmutations. A mechanism for participation of elements across the periodic table
in LENR was offered [84]. Changes in isotope ratios in specific experiments were also rationalized [69]. Some
LENR research has involved the measurement of the abundance of elements across the periodic table before and after
experiments. Two very different experiments showed that the production rate of the created new elements varies with
atomic mass in the same fashion [23, 118]. We note that a recent paper, which described diverse experimental efforts
to produce LENR, neglected the topic of nuclear transmutation [119].

The third category of LENR evidence lacks reproduction in multiple laboratories. However, there is no reason
to dismiss all such reports. We cite a few of them to illustrate work that needs more experimentation and further
theoretical consideration.

In one LENR experiment, the cathode was examined with an infrared video camera, which permitted recording of
the spatial locations of the appearance and disappearance of hot spots [120]. Although the measurements were near the
limit of sensitivity of the instrument, they showed twinkling on and off of small hot regions distributed over much of the
cathode surface. Hence, the temperatures obtained from the infrared data indicated very high power densities, which
could only be explained by nuclear energy releases [58]. The same group that did the infrared imaging experiment,
also deposited Pd -d on a microphone. They recorded bursts of sound, again indicative of rapid energy releases [121].

Hot spots and accidental processes (bursts, explosions and craters) have been reported in many LENR experiments
[122, 123]. They may be connected not only to BIF reactions, but to a published speculation on the possibility of LENR
chain reactions [124]. As was shown in [21] and [84], a very huge number of catalyzed nuclear reactions can occur
as a consequence of the three-body mechanism and its associated recoil. The products of such reactions have kinetic
energy in the MeV range. These energetic products can take place in further regular nuclear reactions, establishing the
possibility of nuclear chain reactions. Moreover, the successive operations within the BIF and parametric amplification
mechanisms are unlike a conventional fission chain reaction, but they share a common feature of amplification.

The results just noted focus attention to BIF processes again. In view of the above perhaps BIF may have more
general role in excess heat production. It was clarified that a great number of nuclear reactions can take place in
catalytic manner. Calculations also indicate that the coupling due to catalyzed processes in the laser-like mechanism
(the recalculated Vab,jl and V ∗

ab,jl in (16) ) are expected to be much stronger than the coupling used in [47]. The much
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stronger coupling may drastically reduce the threshold conditions for BIF. Consequently, they may take place more
frequently, and with moderated amplitude too. The amplitude of the BIF process is proportional to generated heat.
Thus, BIF may have importance not only in burst like processes. Returning to the infrared and acoustic experiments,
where the cathode was composed of very small crystallites of Pd -d produced in place by co-deposition, many different
possible orientations of crystal planes were created. These would offer many possibilities for building up natural
resonators for BIF. The occasional appearance of heat production, if it is connected to BIF, may be understood as due
to fluctuations of pumping, which is the current density at the surface of the cathode. In experiments in which BIF
plays central role the depressed production rate of γ, t , n and 3He may be expected.

Rapid energy release in bursts has been noted already in calorimetric experiments, and in the formation of craters
in materials, which are evident after LENR experiments. They have also happened in some noteworthy experiments.
Pulses of heat measured in one calorimeter experiment occurred at seemingly random times, with highly variable
amplitudes [125]. However, the authors found that a plot of the number of pulses with specific excess powers (less
than 0.5 W) had a 1/f character, where f is the frequency of their occurrence. Such a behavior may be expected if the
pulses are due to BIF. In this case, if a pulse of large excess power is produced, then a large number of the localized
deuterons, which take place in the formation of the pulse, is utilized. Then, the system needs longer waiting time to be
filled up compared to the case of a pulse of smaller excess power. The system needs time after each pulse to build up
the population inversion (the necessary number density of localized deuterons), which is needed for the next pulse. The
other crucial quantity is the pumping intensity, which is the current density of the electrolysis, the flux of the ingoing
deuterons. It may happen that, if the local current density becomes an appropriately large value due to fluctuation, then
BIF may start at a lower localized deuteron number density, producing lower excess power.

9.2. Enhanced low-energy dd fusion cross sections

In addition to the two core and related problems raised by LENR experiments, there was the unsolved riddle of the
well-established enhancement of dd fusion cross sections at low (keV) beam energies [28]. Figure 2 of [82] gives
examples of such data for a few different target materials. Such enhancements, which sometimes approach a factor of
100, have been part of the literature on LENR for many years [126-132]. However, the relationship between the larger
cross sections and LENR has never been clarified. We found [21, 83, 69] that the mechanisms, which were studied for
the understanding of LENR, are also able to explain the fusion cross section enhancements, the cause of which was
unclear. This strengthens the case for the viability of our mechanisms, as well as enabling a basic understanding of the
enhanced cross sections.

10. Summary

We have reviewed 17 years of theoretical research aimed at understanding 31 years of empirical data on LENR. Along
the way, several mechanisms were explored, among which the most important is a three-body mechanism. It gives
the clearest explanation of the two main features of LENR. The first is how LENR can occur at all, that is, how it
is possible to cause nuclear reactions by use of chemical energies. The second is the absence of energetic radiation
during LENR. The three-body mechanism can be viewed as a form of nuclear catalysis, where one nucleus of the
surroundings enables LENR, and it and the nuclear product(s) carry off the nuclear reaction energy to heat the lattice
by numerous inelastic collisions. Diverse nuclei can play the catalytic role. The work has shown how both protons
and deuterons can participate in LENR, not only with light nuclei, but with elements across the periodic table. This
explains some of the voluminous LENR data on transmutations. In this section, we summarize some of the highlights,
starting with the reason why LENR is thought to be possible.

The very small cross sections, essentially the forbiddenness of nuclear reactions of heavy particles with like
charges, originates from the limε→0 σ (ε) = 0 variation of the cross sections. It determines the disappearing rate
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of nuclear reactions in the ε → 0 limit. However, by the analogy with forbidden optical transitions of atomic physics,
the forbiddenness of nuclear reactions led to a general statement. It asserts that any perturbation may resolve the for-
biddenness, and the cross section modified by a perturbation must be calculated at least up to second order according to
the rules of quantum mechanics [21]. This statement is valid for all nuclear reactions having vanishing cross sections
in the ε→ 0 limit. Importantly, it applies to low-energy nuclear reactions of charged particles, in general.

The strongest perturbation, which must be taken into account, is the Coulomb potential, which is created by any
charged particle (mainly a nucleus) of the surroundings. As a consequence, a huge number of forbidden nuclear
reactions (see (22) and (23) with F Fig. 1 and (46) with Fig. 4) and also their coupling (see Figs. 2 and 3) may have
considerable cross section because of Coulomb-catalysis of a charged particle within the surroundings. In all of the
above reactions, heavy charged particles of nuclear energy (MeV order of magnitude) are created, which are potentially
able to take part in subsequent ordinary nuclear reactions. The wide variety of possible nuclear reactions means that
the emphasis on dd fusion reactions in the literature on LENR is no longer needed or desirable. We have shown that
what was, and sometimes still is called “cold fusion” is a sub-case of the broader field of low energy nuclear reactions.

Moreover, as a consequence of Coulomb perturbation, nuclear reaction cross sections are proportional to n1 and
z21 , as in (35). Hence, increases of the density of the Coulomb catalyzing material and its charge number z1 are
advantageous, if one wants to reach the possible maximum nuclear reaction cross sections and power densities for
LENR. This result explains the efficacy of using condensed matter, that is, why low energy nuclear reactions in solids
and liquids, such as in aqueous solutions during electrolysis, are qualitatively different than nuclear reactions at high
energies in any media. It makes clear why high average or local loadings of deuterons into Pd are so favorable to LENR,
when both the deuteron and catalyzing metal number densities have large values. However, it can be emphasized that
dense plasma states may also be advantageous, if one desires to achieve high power densities.

We have shown that p - and d-capture reactions (22) are possible with all the elements of the periodic table [84] ,
which explains the observations of diverse nuclear transmutation products after LENR experiments.

The proposed laser-like BIF process of nuclear fusion in deuterized Pd [47], the loss mechanism similar to a
parametric oscillator, and the possibility of favorable deuteron concentrations [48] were all obtained as a consequence
of the quantized modes selected by a crystal resonator. Collectively, they call the attention to the importance of the
boson character of the initial and final participants of nuclear fusion reaction in deuterized Pd, and the potential value
of adaptation of methods from quantum electronics. BIF processes and the new loss mechanism may be formed
accidentally, e.g., due to the fluctuation of the current density during electrolysis, resulting in uncontrollable and
accidental appearance of bursts of LENR.

We have achieved substantial understanding of the primary characteristics of LENR by consideration of the
three-body and other nuclear mechanisms. It is thought that these mechanisms mostly contribute to resolution of the
main puzzles of LENR observations, the basis of which is part of nuclear physics. What happens in LENR experiments
includes the joint actions of diverse kinds of chemical and solid-state processes, as well as nuclear mechanisms. It is
clear that LENR are very complex, so what is measured during and after LENR experiments depends on details of the
experiments, many of which are not known. For example, nuclear transmutations and changes in isotope abundances
may depend on the spatial distributions of constituent impurities within experimental materials. And, the distribution
of materials and variations in conditions, which influence LENR, are time dependent. So, there remain numerous
problems connected to electrochemistry, hot gases, plasmas, solid state and surface physics, and materials science,
which need clarification. There is still much research to be done to quantitatively understand what happens in concrete
LENR experiments.

Turning from LENR to astrophysics, we note that the phenomenon, which we developed and examined to under-
stand LENR, and discussed above, may have significant astrophysical impacts [133]. The evolution of the abundance
of particular nuclei in both cosmological and stellar processes is determined by a system of coupled, nonlinear ordi-
nary differential equations (called the network) [134]. Thorough determination and development of the network of
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equations requires taking into account every process that produces or destroys nuclei with considerable counting rate
density (called the rate in [134]). However, reactions with non-zero counting rate densities have been omitted from
earlier nuclear reaction network calculations. Such reactions include Coulomb catalyzed forbidden reactions ((22),
(23), and in the case of catalysis by an electron, A1

z1
V and A1

z1
V ′ is changed to e and e’ in them), which have high

counting rate densities. The counting rate densities for such reactions, which are proportional to the product of the
number densities n3n2n1 of the initial particles (see (36) ), can have considerable magnitude if the product n3n2n1

reaches appropriately high values, as in the early stages of the universe and in stellar environments. Therefore, the
Coulomb catalyzed versions of forbidden nuclear reactions must not be omitted from astrophysical calculations, since
they can drastically change some of the time scales in astrophysics.

The number of reactions in question, and the number of processes which can be modified by them, are both
enormous. Catalyzed capture reactions, and catalyzed reactions with two and three final fragments, can have cross
section of considerable magnitude. Beside the catalyzed p(p, e+ν)d, 3He(3He, 2p)α and p + d → 3He reactions,
which are important for cosmological models, almost all the basic reactions in every burning chain important to stellar
evolution have catalyzed versions. Therefore, it is thought that the ideas reviewed in this paper might have two effects:
(a) they require reconsideration of quantitative evaluations of cosmological and stellar networks of equations, and (b)
they may help with finding solutions to problems remaining in determination of the age of some stars, for example, the
recent observations of HD 140283 [135].
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Erratum

Erratum for JCMNS 27 (2018) 97–142, “Phonon-mediated Nuclear
Excitation Transfer”

Peter L. Hagelstein∗
Massachusetts Institute of Technology, Cambridge, MA, USA

Abstract

This erratum concerns a model appearing in Appendix B, which was added hastily prior to sending in the paper. The Hamiltonian
for a set of two two-level systems that are driven by an electromagnetic field, and which undergo resonant excitation transfers, is
incorrect. In this erratum the Hamiltonian is corrected. The Ehrenfest theorem equations for the updated Hamiltonian are much
more complicated, and it is not obvious that such a complicated model will be useful. We also provide a correction to Equation (69)
of the paper.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Coherence, Ehrenfest theorem, Resonant excitation transfer, Phonon–nuclear coupling, Quantum dynamics

1. Introduction

The Appendix B of this paper [1] was added hastily just before sending off, and was subsequently found to be in error.
This was drawn to my attention by Matt Lilly, who has been interested in excitation transfer. The Hamiltonian used
in this work is not correct, and leads to a relatively simple model which was thought to be of use. In this Erratum we
would like to correct the Hamiltonian, and to provide some of the Ehrenfest theorem equations that result. The model
that results is considerably more complicated, and it is not obvious that such a complicated model will be useful.

2. Model

The idea was to specify a simple and idealized model for resonant excitation transfer between two sites, under condi-
tions where an incident monochromatic electromagnetic wave is incident.

2.1. Hamiltonian

The Hamiltonian used should have been

∗E-mail: plh@mit.edu.

© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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Ĥ = ∆E





−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1



+ U0





0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0





+V0





0 e−i(k·r1−ωt) e−i(k·r2−ωt) 0
ei(k·r1−ωt) 0 0 e−i(k·r2−ωt)

ei(k·r2−ωt) 0 0 e−i(k·r1−ωt)

0 ei(k·r2−ωt) ei(k·r1−ωt) 0



 . (1)

This Hamiltonian is relevant to basis states defined according to {↓↓, ↓↑, ↑↓, ↑↑}.

2.2. Equivalent two-level system operators

It is reasonable to define equivalent two-level system operators according to

σ(1)
x =





0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0



 , σ(1)
y =





0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0



 , σ(1)
z =





1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1



 , (2)

σ(2)
x =





0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0



 , σ(2)
y =





0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0



 , σ(2)
z =





1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1



 . (3)

2.3. Evolution equations for two-level system operators

We make use of Ehrenfest’s theorem

d
dt
〈Q̂〉 =

〈
∂Q̂

∂t

〉

+
1

i!

〈
[Q̂, Ĥ]

〉
(4)

to develop dynamical equations for expectation values associated with this model. This leads directly to

d
dt
〈σ(1)

x 〉 = − ω0〈σ
(1)
y 〉+

2V0

!
sin(k · r1 − ωt)〈σ(1)

z 〉+
U0

!

〈




0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0





〉

, (5)

d
dt
〈σ(1)

y 〉 = ω0〈σ
(1)
x 〉 −

2V0

!
cos(k · r1 − ωt)〈σ(1)

z 〉 −
U0

!

〈




0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0





〉

, (6)
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d
dt
〈σ(1)

z 〉 = 2
V0

!
e−i(k·r1−ωt)

〈




0 −i 0 0
0 0 0 0
0 0 0 −i
0 0 0 0





〉

+ 2
V0

!
ei(k·r1−ωt)

〈




0 0 0 0
i 0 0 0
0 0 0 0
0 0 i 0





〉

−
2U0

!

〈




0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0





〉

, (7)

d
dt
〈σ(2)

x 〉 = − ω0〈σ
(2)
y 〉+

2V0

!
sin(k · r2 − ωt)〈σ(2)

z 〉+
U0

!

〈




0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0





〉

, (8)

d
dt
〈σ(2)

y 〉 = ω0〈σ
(2)
x 〉 −

2V0

!
cos(k · r2 − ωt)〈σ(2)

z 〉 −
U0

!

〈




0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0





〉

, (9)

d
dt
〈σ(2)

z 〉 = 2
V0

!
e−i(k·r2−ωt)

〈




0 0 −i 0
0 0 0 −i
0 0 0 0
0 0 0 0





〉

+ 2
V0

!
ei(k·r2−ωt)

〈




0 0 0 0
0 0 0 0
i 0 0 0
0 i 0 0





〉

+
2U0

!

〈




0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0





〉

. (10)

Ehrenfest theorem equations often couple to more complicated expectation values, as is the case here.

2.4. Evolution equations for some of the other operators

We can write evolution equations for some of the operators that appear in these equations

d
dt

〈




0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0





〉

= −
V0

!
e−i(k·r2−ωt)

〈




0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0





〉

−
V0

!
ei(k·r2−ωt)

〈




0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0





〉

−2
U0

!

〈




0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0





〉

, (11)
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d
dt

〈




0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0





〉

=
∆E

!

〈




0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0





〉

−
2V0

!
cos(k · r2 − ωt)

〈




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1





〉

+
2V0

!
e−i(k·r1−ωt)

〈




0 0 0 −1
0 0 0 0
0 1 0 0
0 0 0 0





〉

+
2V0

!
ei(k·r1−ωt)

〈




0 0 0 0
0 0 1 0
0 0 0 0
−1 0 0 0





〉

−
U0

!
〈σ(1)

x 〉, (12)

d
dt

〈




0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0





〉

= −
∆E

!

〈




0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0





〉

+
2V0

!
sin(k · r2 − ωt)

〈




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1





〉

+
2V0

!
e−i(k·r1−ωt)

〈




0 0 0 −i
0 0 0 0
0 −i 0 0
0 0 0 0





〉

+
2V0

!
ei(k·r1−ωt)

〈




0 0 0 0
0 0 i 0
0 0 0 0
i 0 0 0





〉

+
U0

!
〈σ(1)

y 〉, (13)

d
dt

〈




0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0





〉

= −
∆E

!

〈




0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0





〉

−
2V0

!
cos(k · r1 − ωt)

〈




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1





〉

−
2V0

!
e−i(k·r2−ωt)

〈




0 0 0 1
0 0 −1 0
0 0 0 0
0 0 0 0





〉

+
2V0

!
ei(k·r2−ωt)

〈




0 0 0 0
0 0 0 0
0 1 0 0
−1 0 0 0





〉

+
U0

!
〈σ(2)

x 〉, (14)

d
dt

〈




0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0





〉

= −
∆E

!

〈




0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0





〉

+
2V0

!
sin(k · r1 − ωt)

〈




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1





〉

+
2V0

!
e−i(k·r2−ωt)

〈




0 0 0 −i
0 0 −i 0
0 0 0 0
0 0 0 0





〉

+
2V0

!
e+i(k·r2−ωt)

〈




0 0 0 0
0 0 0 0
0 i 0 0
i 0 0 0





〉

+
U0

!
〈σ(2)

y 〉. (15)

At this point we have 11 Ehrenfest theorem equations, and it is clear that many more will emerge from continued
calculations.
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3. Discussion

The motivation initially for this kind of model was that perhaps we might be able to gain some insight as to what
happens in a simple model with a driven transition and excitation transfer. The advantage of using Ehrenfest theorem
equations for this is that we can add loss terms approximately in a convenient generalization.

Only a modest number of coupled Ehrenfest theorem equations resulted from the incorrect Hamiltonian adopted
in [1], and a model with only a modest number of coupled equations would have been useful. When a more suitable
Hamiltonian is used it seems clear that the problem is more complicated. Consequently, it is not obvious that this
approach will be useful.

A model for excitation transfer among different sites in a lattice would be very useful, and there are other ap-
proaches to develop such a model. More important is the intuition that would result from the solutions to such a
model. Similarly, a model for excitation transfer that includes driving terms associated with an incident electromag-
netic field for use in connection with a synchrotron experiment would be useful. We hope to report progress on such
models soon.

4. Contribution to excitation transfer

We note in addition that Equation (69) in the manuscript should read

Ts1 = i
(Mc2)2

4N

∑

J2

∑

J ′
2

(
2

(E10 − E00)(E10 − E20)(E10 − E2′0)
−

2

(E10 − E11)(E10 − E21)(E10 − E2′1)

+
1

(E10 − E20)(E10 − E2′0)(E10 − E2′2)
−

1

(E10 − E21)(E10 − E2′1)(E10 − E2′2)

)

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0〉〈J1m1|

)

j

(
|J1m

′

1〉〈J0m
′

0|

)

j′

∑

α

∑

β

∑

γ

∑

δ

(〈J0m0|aj |J2m2〉)α(〈J2m2|aj |J1m1〉)β(〈J1m
′

1|aj′ |J
′

2m
′

2〉)γ(〈J
′

2m
′

2|aj′ |J0m
′

0〉)δ

[
1

N

∑

k,σ

(!ωk,σ)
2(uk,σ)α(uk,σ)β(uk,σ)γ(uk,σ)δn̂k,σ sin

(
2k(R(0)

j′ −R
(0)

j )

)]
(16)
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Nonrelativistic Reduction of the Phonon–nuclear Interaction for the
One-pion Exchange Potential with Pseudovector Interaction
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Abstract

The lowest-order relativistic phonon-nuclear interaction derived from the many-particle Dirac model is expressed in terms of the
Dirac α and β matrices, which requires a relativistic formalism to evaluate. To obtain estimates for the strength of the phonon-
nuclear matrix elements for applications it would be useful to have a nonrelativistic version of the interaction. For the special case of
the one-pion exchange potential based on the spatial part of the pseudovector pion-nucleon interaction an appropriate nonrelativistic
reduction is derived.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Nonrelativistic reduction, One-pion exchange potential, Phonon–nuclear interaction, Pseudovector coupling

1. Introduction

At this point we have a model for the relativistic phonon–nuclear interaction [1] which in our view provides a foun-
dation for many of the anomalies seen in experiments in our field [2,3]. To make quantitative predictions from the
models we have been working on, we are going to need to evaluate phonon–nuclear matrix elements for a variety of
different physical systems. As with nearly all realistic nuclear calculations, this quickly becomes very complicated –
in part because modern nuclear potential models are complicated, and in part because the wave functions are also very
complicated. In the future it seems likely that systematic calculations will be possible when the phonon–nuclear inter-
action is implemented in very powerful codes for nuclear structure and matrix elements. For now, the near-term goal is
to develop an approximate interaction that captures long-range contributions, which we can use for simple estimates.

The long range interaction is dominated by the one-pion exchange contribution, which makes it a focus of our
study in this work. In the early days of nuclear physics, this interaction was often modeled based on an underlying
pseudoscalar nucleon-pion interaction [4,5], which produces the well known nonrelativistic one-pion exchange central
and tensor potentials [6]. Were we to work with the relativistic version of the pseudoscalar interaction [7], we would
conclude that no associated phonon–nuclear interaction arises, since the pseudoscalar interaction commutes with the
partial Foldy-Wouthuysen transformation Ŝ operator.

∗E-mail: plh@mit.edu.

© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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Nearly all modern nuclear calculations are carried out making use of the chiral effective field theory potentials
[8–10], for which the long range one-pion exchange potential is modeled making use of the spatial part of the pion-
nucleon pseudovector interaction. For this interaction there occurs a non-zero contribution to the phonon–nuclear
interaction. Of interest in this work is the reduction of the relativistic one-pion exchange potential to the phonon–
nuclear interaction.

2. Model

We are interested in developing a nonrelativistic reduction of the lowest-order relativistic phonon–nuclear interaction
making use of the relativistic one-pion exchange potential based on pseudovector coupling.

2.1. Phonon–nuclear interaction

From previous work we write for the two-body potential contribution to the lowest-order phonon–nuclear interaction
[1]

Ĥint =
1

2Mc

∑

j<k

[
βjαj + βkαk, V̂jk

]
· P̂ (1)

whereM is the total mass of the nucleus, where P̂ is the center of mass momentum which in a molecule or solid is a
phonon operator, and where the β and α operators are single-nucleon Dirac operators

β =

[
I 0

0 −I

]
, α =

[
0 σ

σ 0

]
, (2)

where the protons and neutrons are modeled using a Dirac formalism. The commutator that appears in this interaction
is defined for two general operators Â and B̂ according to

[Â, B̂] = ÂB̂ − B̂Â. (3)

2.2. One-pion exchange potential

For the one-pion exchange potential based on the spatial part of the pseudovector interaction we can write

V̂jk = −

(
fπNN

mπ

)2

(τ k · τ j)(γ5α)k ·

∫
kk

(mπc2)2 + !2c2|k|2
eik·(rk−rj) d

3k

(2π)3
· (γ5α)j . (4)

In writing this we have reference the potential to the pseudoscalar interaction strength fπNN . The τ j , τ j operators are
iso-spin operators for the two nucleons, and the γ5 matrix is given by

γ5 =

[
0 I

I 0

]
(5)

The γ5α product is sometimes written in terms of a spin operator according to

Σ = γ5α =

[
σ 0

0 σ

]
(6)
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3. Nonrelativistic reduction

The one-pion exchange potential is block diagonal, which allows for a direct nonrelativistic reduction

V̂jk = −

(
fπNN

mπ

)2

(τ k · τ j)Σk ·

∫
kk

(mπc2)2 + !2c2|k|2
eik·(rk−rj) d

3k

(2π)3
·Σj ,

=⇒ V̂ (NR)
jk = −

(
fπNN

mπ

)2

(τ k · τ j)σk ·

∫
kk

(mπc2)2 + !2c2|k|2
eik·(rk−rj) d

3k

(2π)3
· σj . (7)

The lowest-order phonon–nuclear interaction involves block off-diagonal terms, which requires a unitary transforma-
tion to deal with.

3.1. Unitary transformation

A Foldy–Wouthuysen transformation in this case leads to

Ĥ ′

int(j, k) = eiŜ(j,k)Ĥint(j, k)e−iŜ(j,k) (8)

with

iŜ(j, k) =
1

2mc

(
βjαj · p̂j + βkαk · p̂k

)
+ · · · (9)

The lowest-order contribution to the rotation is

Ĥ ′

int(j, k) → Ĥint(j, k) +

[
iŜ(j, k), Ĥint(j, k)

]
. (10)

This leads to

Ĥ ′

int(j, k) →
1

2Mc

[
βjαj + βkαk, V̂jk

]
· P̂

+

[
1

2mc

(
βjαj · p̂j + βkαk · p̂k

)
,

1

2Mc

[
βjαj + βkαk, V̂jk

]
· P̂

]
(11)

Since there are no ++ contributions from the first term, the leading order nonrelativistic interaction will come from
the second term.

3.2. Evaluation

To evaluate this, the first step involves an expansion. We can write

Ĥ ′

int(j, k) → Ĥint(j, k)
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+
1

4Mmc2

[
βjαj · p̂j ,

[
βjαj · P̂, V̂jk

]]
+

1

4Mmc2

[
βjαj · p̂j ,

[
βkαk · P̂, V̂jk

]]

+
1

4Mmc2

[
βkαk · p̂k,

[
βjαj · P̂, V̂jk

]]
+

1

4Mmc2

[
βkαk · p̂k,

[
βkαk · P̂, V̂jk

]]

= Ĥint(j, k)

+
1

4Mmc2

(
βjαj · p̂jβjαj · P̂V̂jk − βjαj · p̂j V̂jkβjαj · P̂− βjαj · P̂V̂jkβjαj · p̂j + V̂jkβjαj · P̂βjαj · p̂j

+βjαj · p̂jβkαk · P̂V̂jk − βjαj · p̂j V̂jkβkαk · P̂− βkαk · P̂V̂jkβjαj · p̂j + V̂jkβkαk · P̂βjαj · p̂j

+βkαk · p̂kβjαj · P̂V̂jk − βkαk · p̂kV̂jkβjαj · P̂− βjαj · P̂V̂jkβkαk · p̂k + V̂jkβjαj · P̂βkαk · p̂k

+βkαk · p̂kβkαk · P̂V̂jk − βkαk · p̂kV̂jkβkαk · P̂− βkαk · P̂V̂jkβkαk · p̂k + V̂jkβkαk · P̂βkαk · p̂k

)
. (12)

Since the potential is block diagonal, and since we will be taking the ++ sector contribution as the nonrelativistic
interaction, we can drop all terms that do not contribute to the ++ sector. This leads to

Ĥ ′

int(j, k) →

1

4Mmc2

(
βjαj · p̂jβjαj · P̂V̂jk − βjαj · p̂j V̂jkβjαj · P̂− βjαj · P̂V̂jkβjαj · p̂j + V̂jkβjαj · P̂βjαj · p̂j

+βkαk · p̂kβkαk · P̂V̂jk − βkαk · p̂kV̂jkβkαk · P̂− βkαk · P̂V̂jkβkαk · p̂k + V̂jkβkαk · P̂βkαk · p̂k

)
. (13)

At this point it will be convenient to write the one-pion exchange potential as

V̂jk =

∫
(γ5α)k · kv̂jk(γ5α)j · k

d3k
(2π)3

(14)

with

v̂jk = −

(
fπNN

mπ

)2

(τ k · τ j)
1

(mπc2)2 + !2c2|k|2
eik·(rk−rj). (15)

Using this we can write

Ĥ ′

int(j, k) →

1

4Mmc2

∫ (
βjαj · p̂jβjαj · P̂(γ5α)k · kv̂jk(γ5α)j · k− βjαj · p̂j(γ5α)k · kv̂jk(γ5α)j · kβjαj · P̂
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−βjαj · P̂(γ5α)k · kv̂jk(γ5α)j · kβjαj · p̂j + (γ5α)k · kv̂jk(γ5α)j · kβjαj · P̂βjαj · p̂j

+βkαk · p̂kβkαk · P̂(γ5α)k · kv̂jk(γ5α)j · k− βkαk · p̂k(γ5α)k · kv̂jk(γ5α)j · kβkαk · P̂

−βkαk · P̂(γ5α)k · kv̂jk(γ5α)j · kβkαk · p̂k + (γ5α)k · kv̂jk(γ5α)j · kβkαk · P̂βkαk · p̂k

)
d3k

(2π)3
. (16)

This can be expanded out in terms of 2× 2 matrices to give

Ĥ ′

int(j, k) →

1

4Mmc2

∫ ([
0 σ · p

−σ · p 0

]

j

[
0 σ ·P

−σ ·P 0

]

j

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

−

[
0 σ · p

−σ · p 0

]

j

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ ·P

−σ ·P 0

]

j

−

[
0 σ ·P

−σ ·P 0

]

j

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ · p

−σ · p 0

]

j

+

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ ·P

−σ ·P 0

]

j

[
0 σ · p

−σ · p 0

]

j

+

[
0 σ · p

−σ · p 0

]

k

[
0 σ ·P

−σ ·P 0

]

k

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

−

[
0 σ · p

−σ · p 0

]

k

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ ·P

−σ ·P 0

]

k

−

[
0 σ ·P

−σ ·P 0

]

k

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ · p

−σ · p 0

]

k

+

[
σ · k 0

0 σ · k

]

k

v̂jk

[
σ · k 0

0 σ · k

]

j

[
0 σ ·P

−σ ·P 0

]

k

[
0 σ · p

−σ · p 0

]

k

)
d3k
(2π)3

. (17)

Multiplying out leads to

Ĥ ′

int(j, k) →

1

4Mmc2

∫ (
− σj · pjσj ·Pσj · k

[
I 0

0 I

]

j

σk · k

[
I 0

0 I

]

k

v̂jk
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+σj · pjσj · kσj ·P

[
I 0

0 I

]

j

σk · k

[
I 0

0 I

]

k

v̂jk

+v̂jkσj ·Pσj · kσj · pj

[
I 0

0 I

]

j

σk · k

[
I 0

0 I

]

k

−v̂jkσj · kσj ·Pσj · pj

[
I 0

0 I

]

j

σk · k

[
I 0

0 I

]

k

−σj · k

[
I 0

0 I

]

j

σk · pkσ ·Pσk · k

[
I 0

0 I

]

k

v̂jk

+σj · k

[
I 0

0 I

]

j

σk · pkσk · kσk ·P

[
I 0

0 I

]

k

v̂jk

+v̂jkσj · k

[
I 0

0 I

]

j

σk ·Pσk · kσk · pk

[
I 0

0 I

]

k

−v̂jkσj · k

[
I 0

0 I

]

j

σk · kσk ·Pσk · pk

[
I 0

0 I

]

k

)
d3k
(2π)3

. (18)

From this we can extract the nonrelativistic interaction

(
Ĥ ′

int(j, k)

)

NR

→

1

4Mmc2

∫ (
− σj · pjσj ·Pσj · kσk · kv̂jk + σj · pjσj · kσj ·Pσk · kv̂jk

+v̂jkσj ·Pσj · kσj · pjσk · k− v̂jkσj · kσj ·Pσj · pjσk · k

−σj · kσk · pkσk ·Pσk · kv̂jk + σj · kσk · pkσk · kσk ·Pv̂jk

+v̂jkσj · kσk ·Pσk · kσk · pk − v̂jkσj · kσk · kσk ·Pσk · pk

)
d3k
(2π)3

=
1

4Mmc2

(
− σj · pjσj ·PV̂ (NR)

jk + σj · pj V̂
(NR)
jk σj ·P+ σj ·PV̂ (NR)

jk σj · pj − V̂ (NR)
jk σj ·Pσj · pj

−σk · pkσk ·PV̂ (NR)
jk + σk · pkV̂

(NR)
jk σk ·P+ σk ·PV̂ (NR)

jk σk · pk − V̂ (NR)
jk σk ·Pσk · pk

)
. (19)

This can be written making use of commutators as
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(
Ĥ ′

int(j, k)

)

NR

= −
1

4Mmc2

[
σj · pj ,

[
σj ·P, V̂ (NR)

jk

]]
−

1

4Mmc2

[
σk · pk,

[
σk ·P, V̂ (NR)

jk

]]
. (20)

For the double commutators used here, we can write for general operators Â, B̂ and Ĉ

[Â, [B̂, Ĉ]] = [Â, B̂Ĉ − ĈB̂] = ÂB̂Ĉ − ÂĈB̂ − B̂ĈÂ+ ĈB̂Â. (21)

This result was presented previously at ICCF22.

4. Discussion

The lowest-order contribution to the phonon–nuclear coupling derived from the many-particle Dirac model is

Ĥint =
1

2Mc

∑

j<k

[
βjαj + βkαk, V̂jk

]
· P̂. (22)

For applications we require a nonrelativistic reduction, which in general is going to be complicated. For the special
case of the relativistic one-pion exchange potential interaction based on pseudovector coupling, this reduces to

(
Ĥ ′

int(j, k)

)

NR

= −
1

4Mmc2

[
σj · pj ,

[
σj ·P, V̂ (NR)

jk

]]
−

1

4Mmc2

[
σk · pk,

[
σk ·P, V̂ (NR)

jk

]]
. (23)

This is now in a form that can be used for specific calculations, as a way to develop estimates for the phonon–nuclear
coupling matrix elements.

Note that if observations confirm the existence of this interaction, then it would follow that the pseudovector cou-
pling model is more consistent with experiment than the pseudovector coupling model for the pion-nucleon interaction.
This would be one of the few tests capable of unambiguously distinguishing between the two different models.

This interaction can be used in connection with phonon–nuclear matrix elements for specific models for anomalies.
Most recently we have documented the reduction of the HD/3He phonon–nuclear matrix element [11] which in our
models is involved in the first step of the process for excess heat production in light water experiments. In future work
we would like to make use of it for the calculation of the D2/4He phonon–nuclear coupling matrix element, which
would be important for our models for excess heat production in PdD and in other heavy water experiments.
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Abstract

In the previous work, a relativistic phonon–nuclear interaction was found which mediates transitions between internal nuclear states
when a phonon is exchanged. We are of the opinion that this interaction provides a foundation for many of the anomalies reported
in experiments in Condensed Matter Nuclear Science. In this work, we report progress toward the development of an approximate
calculation of the phonon–nuclear coupling matrix element for HD/3He transitions. A construction consistent with the generalized
Pauli principle is given for the dominant 2S configuration of the 3He ground state, and for four molecular HD nuclear wave functions
with one unit of angular momentum, which are coupled to consistent with the selection rules for the interaction. A reduction of
the spin, isospin, and angular momentum components of the matrix elements was carried out using a brute force Mathematica
calculation. With these results it becomes possible to develop an evaluation of the radial integrals needed for a quantification of the
phonon–nuclear matrix elements.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Phonon-nuclear interaction, HD/3He transition, theoretical models, spin and isospin reduction, phonon-nuclear matrix
element

1. Introduction

For excess heat in PdD we have proposed that the first step of the coherent mechanism involves excitation transfer
where the 24 MeV associated with the D2/4He transition is transferred to a reasonably stable highly excited state in
a nucleus that makes up the surrounding lattice [1]. To model this process we require an estimate for the associated
phonon–nuclear matrix element. Some years ago following the identification of the relativistic phonon–nuclear in-
teraction, an attempt was made to evaluate the matrix element making use of a Pauli reduction [2]. Since that time
it became understood that a much better approach would be to focus on the phonon–nuclear interaction [3], and to
develop matrix element calculations on a standard footing much like other matrix elements. In support of this effort,
a nonrelativistic reduction of the relativistic phonon–nuclear interaction has been reported in the special case of the
long range one-pion exchange potential based on pseudovector coupling [4]. This interaction should play an important
role in models based on the chiral effective field theory potentials currently in use in nuclear physics [5–7]. It should

∗E-mail: plh@mit.edu.

© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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also provide us with a tool with which we can begin developing approximate estimates for some of the important
phonon–nuclear interaction matrix elements.

Due to issues involved in the Pauli reduction, we are motivated to develop a new calculation for the D2/4He
phonon–nuclear interaction matrix element. Such a calculation is a bit complicated due to it being a 4-body problem.
A similar problem that is simpler is the calculation of the HD/3He phonon–nuclear matrix element, which involves
working with a 3-body problem. The HD/3He transition is important in its own right, as it would be involved in the
first step for excess heat production in light water experiments [1]. If excitation transfer of the large 24 MeV quantum
associated with the D2/4He transition to host metal nuclei is responsible for some of the low-level energetic nuclear
products that have been reported, then we should expect an analogous emission at lower energy due to excitation
transfer of a 5.5-MeV quantum from the HD/3He transition [8].

In this work, our focus is on the reduction of the spin, isospin, and angular momentum matrix elements associated
with the HD/3He phonon–nuclear matrix element. This could be done making use of the standard machinery associated
with Racah algebra. Due to the relative simplicity of the 3-body problem, it is possible to carry out the reduction by
brute force using Mathematica—an approach we made use of in the calculation that follows.

To develop an accurate description of the 3He nucleus one needs to include a 3-body 2S ground-state configuration
along with a set of excited states [9]. There are four relevant HD states molecular states for which matrix elements are
of interest. In a complete calculation, we would require matrix elements for transitions between the four HD states and
all of the states needed for 3He. As our interest at this point is in developing an estimate for the phonon–nuclear matrix
element, we will restrict the calculation to include only the 2S ground state 3He configuration and the 3S ground state
of the deuteron.

2. Construction of the 3He Ground State

An important first step in the

[321]RST = [111]R[321]ST = [111]R
1
√
2

(
[211]S [121]T − [121]S [211]T

)
, (1)

where the group theoretical approach used here is discussed in Chaudhary’s thesis [10]. In this construction [111]R is
the fully symmetric spatial wave function

[111]R =
1

6

(
f(r1, r2, r3) + f(r1, r3, r2) + f(r2, r1, r3) + f(r2, r3, r1) + f(r3, r1, r2) + f(r3, r2, r1)

)
. (2)

We work with theMT = 1/2,MJ = MS = 1/2 state, for which we can write

[211]S =
1
√
6

(
↓1↑2 + ↑1↓2

)
↑3 −

√
2

3
↑1↑2↓3,

[121]S =
1
√
2

(
↓1↑2 − ↑1↓2

)
↑3, (3)

[211]T =
1
√
6

(
n1p2 + p1n2

)
p3 −

√
2

3
p1p2n3,

[121]T =
1
√
2

(
n1p2 − p1n2

)
p3. (4)
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We can put these together and write

[321]ST =
1
√
2

(
[211]S [121]T − [121]S [211]T

)

=
1
√
2

(
1
√
6

(
↓1↑2 + ↑1↓2

)
↑3 −

√
2

3
↑1↑2↓3

)
1
√
2

(
n1p2 − p1n2

)
p3

−
1
√
2

(
↓1↑2 − ↑1↓2

)
↑3

(
1
√
6

(
n1p2 + p1n2

)
p3 −

√
2

3
p1p2n3

)

=
1
√
6

(
(n ↑)1(p ↓)2(p ↑)3 − (p ↓)1(n ↑)2(p ↑)3 + (p ↓)1(p ↑)2(n ↑)3

−(p ↑)1(p ↓)2(n ↑)3 − (n ↑)1(p ↑)2(p ↓)3 + (n ↑)1(p ↑)2(p ↓)3

)
. (5)

A reduction into product states where individual particle quantum numbers are made explicit is required for the Math-
ematica calculations.

3. The Molecular HD States

There are four molecular HD states for which the selection rules are satisfied. These include

∣∣∣∣HD

(
L = 1, S =

1

2

)
J =

3

2

〉
,

∣∣∣∣HD

(
L = 1, S =

3

2

)
J =

3

2

〉
,

∣∣∣∣HD

(
L = 1, S =

1

2

)
J =

1

2

〉
,

∣∣∣∣HD

(
L = 1, S =

3

2

)
J =

1

2

〉
. (6)

There is in addition a state with J = 5
2
, but there would be no coupling to it at lowest order since the selection rules

are not satisfied.
Because of the Wigner–Eckart theorem, it is possible to determine the matrix element for all of the transitions

between the substates given a nonzero evaluation of one of the transitions. Consequently, we only require a construction
of one substate associated with each of these. As was the case for the 3He 2S configuration in the previous section, our
goal is to develop wave functions written in terms of sums of products of individual terms with well-defined spin and
isospin that are suitable for use in a brute force Mathematica calculation.

3.1. Construction of a
∣∣∣∣

(
L = 1, S = 1

2

)
J = 3

2

〉
state

For the J = 3
2
states the construction is simplest in the case of the highestMJ . In this case we can write

∣∣∣∣

(
L = 1, S =

1

2

)
, J =

3

2
,MJ =

3

2

〉
=

∣∣∣∣L = 1,ML = 1

〉∣∣∣∣S =
1

2
,MS =

1

2

〉
, (7)
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where the first term on the right is associated with the molecular rotation, and the second term is associated with the
spin. Consequently, we can focus on the spin and isospin part of the wave function and write

∣∣∣∣T =
1

2
,MT =

1

2
, S =

1

2
,MS =

1

2

〉

=

√
2

3
ψD(MS = 1)ψp(ms = −1/2)−

√
1

3
ψD(MS = 0)ψp(ms = 1/2)

=

√
2

3

{(
1
√
2
(p1n2 − n1p2) ↑1↑2

)(
p3 ↓3

)}

−

√
1

3

{
1

2

(
(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)
(p ↑)3

}

=
1
√
3

(
(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

−
1

√
12

(
(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)
. (8)

Prior to antisymmetrization we can write
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
3
2
,MJ =

3
2

〉

=

−
1
√

6

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

+
1

√

24

(

(p ↑)1(n ↓)2(p ↑)3−(n ↑)1(p ↓)2(p ↑)3+(p ↓)1(n ↑)2(p ↑)3−(n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21+iy3|21),

(9)
where φD(r21) is the relative deuteron wave function, which in this case involves particles 1 and 2. The function
−f(r3|21)(x3|21 + iy3|21) is the product of the molecular HD wave function between the proton (particle 3) and the
deuteron (with a center of mass position midway between particles 1 and 2) and the spherical harmonic for one unit of
rotational motion.

After antisymmetrization we have
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
3
2
,MJ =

3
2

〉

=

−
1

√

18

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

+
1

√

72

(

(p ↑)1(n ↓)2(p ↑)3−(n ↑)1(p ↓)2(p ↑)3+(p ↓)1(n ↑)2(p ↑)3−(n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21+iy3|21)

−
1

√

18

(

(p ↓)1(p ↑)2(n ↑)3 − (p ↓)1(n ↑)2(p ↑)3

)

φD(r32)f(r1|32)(x1|32 + iy1|32)
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+
1

√

72

(

(p ↑)1(p ↑)2(n ↓)3−(p ↑)1(n ↑)2(p ↓)3+(p ↑)1(p ↓)2(n ↑)3−(p ↑)1(n ↓)2(p ↑)3

)

φD(r32)f(r1|32)(x1|32+iy1|32)

−
1

√

18

(

(n ↑)1(p ↓)2(p ↑)3 − (p ↑)1(p ↓)2(n ↑)3

)

φD(r31)f(r2|31)(x2|31 + iy2|31)

+
1

√

72

(

(n ↓)1(p ↑)2(p ↑)3−(p ↓)1(p ↑)2(n ↑)3+(n ↑)1(p ↑)2(p ↓)3−(p ↑)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)(x2|31+iy2|31).

(10)

3.2. Construction of a
∣∣∣∣

(
L = 1, S = 3

2

)
J = 3

2

〉
state

Once again the simplest construction is for the state with maximumMJ , so we can write

∣∣∣∣

(
L = 1, S =

3

2

)
, J =

3

2
,MJ =

3

2

〉
=

∣∣∣∣L = 1,ML = 1

〉∣∣∣∣S =
3

2
,MS =

1

2

〉〈
1, 1,

3

2
,
1

2

∣∣∣∣
3

2

3

2

〉

+

∣∣∣∣L = 1,ML = 0

〉∣∣∣∣S =
3

2
,MS =

3

2

〉〈
1, 0,

3

2
,
3

2

∣∣∣∣
3

2

3

2

〉
. (11)

We can evaluate the Clebsch–Gordan coefficients to obtain

∣∣∣∣

(
L = 1, S =

3

2

)
, J =

3

2
,MJ =

3

2

〉
=

√
2

5

∣∣∣∣L = 1,ML = 1

〉∣∣∣∣S =
3

2
,MS =

1

2

〉

−

√
3

5

∣∣∣∣L = 1,ML = 0

〉∣∣∣∣S =
3

2
,MS =

3

2

〉
. (12)

For theMS = 3/2 state we can write
∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

3
2
,MS =

3
2

〉

= ψD(MS = 1)ψp(ms = 1/2)

=

(

1
√

2
(p1n2 − n1p2) ↑1↑2

)

(p ↑)3 =

1
√

2

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

. (13)

For theMS = 1/2 state we have
∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

3
2
,Ms =

1
2

〉

=

√

1
3
ψD(MS = 1)ψp(ms = −1/2) +

√

2
3
ψD(MS = 0)ψp(ms = 1/2)

=

√

1
3

{(

1
√

2
(p1n2 − n1p2) ↑1↑2

)(

p3 ↓3

)}

+

√

2
3

{

1
2

(

(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)

(p ↑)3

}
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=
1
√

6

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

+
1
√

6

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

. (14)

For the relevant angular momentum states we will use

|L = 1,ML = 1〉 → −
1
√
2
(x3|21 + iy3|21)

|L = 1,ML = 0〉 → z3|21 (15)

since the remainder of the order 1 spherical harmonic is included in f . We can make use of these formulas to write
(prior to antisymmetrization)

∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
3
2
,MJ =

3
2

〉

=

−

√

2
5

1
√

12

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3 + (p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3

+(p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−

√

3
5

1
√

2

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21 (16)

If we antisymmetrize we can write
∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
3
2
,MJ =

3
2

〉

=

−

√

1
90

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3 + (p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3

+(p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−
1

√

10

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21

−

√

1
90

(

(p ↓)1(p ↑)2(n ↑)3 − (p ↓)1(n ↑)2(p ↑)3 + (p ↑)1(p ↑)2(n ↓)3 − (p ↑)1(n ↑)2(p ↓)3

+(p ↑)1(p ↓)2(n ↑)3 − (p ↑)1(n ↓)2(p ↑)3

)

φD(r32)f(r1|32)(x1|32 + iy1|32)

−
1

√

10

(

(p ↑)1(p ↑)2(n ↑)3 − (p ↑)1(n ↑)2(p ↑)3

)

φD(r32)f(r1|32)z1|32

−

√

1
90

(

(n ↑)1(p ↓)2(p ↑)3 − (p ↑)1(p ↓)2(n ↑)3 + (n ↓)1(p ↑)2(p ↑)3 − (p ↓)1(p ↑)2(n ↑)3

+(n ↑)1(p ↑)2(p ↓)3 − (p ↑)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)(x2|31 + iy2|31)

−
1

√

10

(

(n ↑)1(p ↑)2(p ↑)3 − (p ↑)1(p ↑)2(n ↑)3

)

φD(r31)f(r2|31)z2|31 (17)
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3.3. Construction of a
∣∣∣∣

(
L = 1, S = 1

2

)
J = 1

2

〉
state

Somewhat arbitrarily we choose to work with theMJ = 1
2
state, which is

∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
1
2
,MJ =

1
2

〉

=

∣

∣

∣

∣

L = 1,ML = 1

〉
∣

∣

∣

∣

S =
1
2
,MS = −

1
2

〉〈

1, 1,
1
2
,−

1
2

∣

∣

∣

∣

1
2
1
2

〉

+

∣

∣

∣

∣

L = 1,ML = 0

〉
∣

∣

∣

∣

S =
1
2
,MS =

1
2

〉〈

1, 0,
1
2
,
1
2

∣

∣

∣

∣

1
2
1
2

〉

(18)

This evaluates to
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
1
2
,MJ =

1
2

〉

=

√

2
3

∣

∣

∣

∣

L = 1,ML = 1

〉
∣

∣

∣

∣

S =
1
2
,MS = −

1
2

〉

−

√

1
3

∣

∣

∣

∣

L = 1,ML = 0

〉
∣

∣

∣

∣

S =
1
2
,MS =

1
2

〉

(19)

For the spin doubletMS = 1/2 state we can write
∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

1
2
,MS =

1
2

〉

=

√

2
3
ψD(MS = 1)ψp(ms = −1/2)−

√

1
3
ψD(MS = 0)ψp(ms = 1/2)

=

√

2
3

{(

1
√

2
(p1n2 − n1p2) ↑1↑2

)(

p3 ↓3

)}

−

√

1
3

{

1
2

(

(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)

(p ↑)3

}

=
1
√

3

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

−
1

√

12

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

(20)

For the spin doubletMS = −1/2 state we can write
∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

1
2
,MS = −

1
2

〉

=

√

1
3
ψD(MS = 0)ψp(ms = −1/2)−

√

2
3
ψD(MS = −1)ψp(ms = 1/2)

=

√

1
3

{

1
2

(

(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)

(p ↓)3

}

−

√

2
3

{(

1
√

2
(p1n2 − n1p2) ↓1↓2

)

(p ↑)3

}

=
1

√

12

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

)

−
1
√

3

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

(21)
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We can make use of these results to write
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
1
2
,MJ =

1
2

〉

=

√

2
3

(

−
1
√

2
(x3|21+ iy3|21)

){

1
√

12

(

(p ↑)1(n ↓)2(p ↓)3− (n ↑)1(p ↓)2(p ↓)3+(p ↓)1(n ↑)2(p ↓)3− (n ↓)1(p ↑)2(p ↓)3

)

−
1
√

3

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)}

−

√

1
3
z3|21

{

1
√

3

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

−
1

√

12

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)}

(22)

This can be expanded to give
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
1
2
,MJ =

1
2

〉

=

−
1
6

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

+
1
3

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−
1
3

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)z3|21

+
1
6

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21 (23)

We can antisymmetrize to obtain
∣

∣

∣

∣

(

L = 1, S =
1
2

)

, J =
1
2
,MJ =

1
2

〉

=

−
1

√

108

(

(p ↑)1(n ↓)2(p ↓)3−(n ↑)1(p ↓)2(p ↓)3+(p ↓)1(n ↑)2(p ↓)3−(n ↓)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)(x3|21+iy3|21)

+
1

√

27

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−
1

√

27

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

φD(r21)f(r3|21)z3|21

+
1

√

108

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21

−
1

√

108

(

(p ↓)1(p ↑)2(n ↓)3−(p ↓)1(n ↑)2(p ↓)3+(p ↓)1(p ↓)2(n ↑)3−(p ↓)1(n ↓)2(p ↑)3

)

φD(r32)f(r1|32)(x1|32+iy1|32)

+
1

√

27

(

(p ↑)1(p ↓)2(n ↓)3 − (p ↑)1(n ↓)2(p ↓)3

)

φD(r32)f(r1|32)(x1|32 + iy1|32)

−
1

√

27

(

(p ↓)1(p ↑)2(n ↑)3 − (p ↓)1(n ↑)2(p ↑)3

)

φD(r32)f(r1|32)z1|32



118 P.L. Hagelstein / Journal of Condensed Matter Nuclear Science 34 (2021) 110–131

+
1

√

108

(

(p ↑)1(p ↑)2(n ↓)3 − (p ↑)1(n ↑)2(p ↓)3 + (p ↑)1(p ↓)2(n ↑)3 − (p ↑)1(n ↓)2(p ↑)3

)

φD(r32)f(r1|32)z1|32

−
1

√

108

(

(n ↓)1(p ↓)2(p ↑)3−(p ↓)1(p ↓)2(n ↑)3+(n ↑)1(p ↓)2(p ↓)3−(p ↑)1(p ↓)2(n ↓)3

)

φD(r31)f(r2|31)(x2|31+iy2|31)

+
1

√

27

(

(n ↓)1(p ↑)2(p ↓)3 − (p ↓)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)(x2|31 + iy2|31)

−
1

√

27

(

(n ↑)1(p ↓)2(p ↑)3 − (p ↑)1(p ↓)2(n ↑)3

)

φD(r31)f(r2|31)z2|31

+
1

√

108

(

(n ↓)1(p ↑)2(p ↑)3 − (p ↓)1(p ↑)2(n ↑)3 + (n ↑)1(p ↑)2(p ↓)3 − (p ↑)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)z2|31 (24)

3.4. Construction of a
∣∣∣∣

(
L = 1, S = 3

2

)
J = 1

2

〉
state

We again work with a state withMJ = 1
2
, for which we can write

∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
1
2
,MJ =

1
2

〉

=

∣

∣

∣

∣

L = 1,ML = 1

〉
∣

∣

∣

∣

S =
3
2
,MS = −

1
2

〉〈

1, 1,
3
2
,−

1
2

∣

∣

∣

∣

1
2
1
2

〉

+

∣

∣

∣

∣

L = 1,ML = 0

〉
∣

∣

∣

∣

S =
3
2
,MS =

1
2

〉〈

1, 0,
3
2
,
1
2

∣

∣

∣

∣

1
2
1
2

〉

+

∣

∣

∣

∣

L = 1,ML = −1

〉
∣

∣

∣

∣

S =
3
2
,MS =

3
2

〉〈

1, 0,
3
2
,
3
2

∣

∣

∣

∣

1
2
1
2

〉

=

√

1
6

∣

∣

∣

∣

L = 1,ML = 1

〉
∣

∣

∣

∣

S =
3
2
,MS = −

1
2

〉

−

√

1
3

∣

∣

∣

∣

L = 1,ML = 0

〉
∣

∣

∣

∣

S =
3
2
,MS =

1
2

〉

+

√

1
2

∣

∣

∣

∣

L = 1,ML = −1

〉
∣

∣

∣

∣

S =
3
2
,MS =

3
2

〉

. (25)

For the different spin states we recall that
∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

3
2
,MS =

3
2

〉

= ψD(MS = 1)ψp(ms = 1/2)

=

(

1
√

2
(p1n2 − n1p2) ↑1↑2

)

(p ↑)3 =

1
√

2

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

(26)

∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

3
2
,Ms =

1
2

〉

=

√

1
3
ψD(MS = 1)ψp(ms = −1/2) +

√

2
3
ψD(MS = 0)ψp(ms = 1/2)

=

√

1
3

{(

1
√

2
(p1n2 − n1p2) ↑1↑2

)(

p3 ↓3

)}
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+

√

2
3

{

1
2

(

(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)

(p ↑)3

}

=
1
√

6

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

+
1
√

6

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

(27)

∣

∣

∣

∣

T =
1
2
,MT =

1
2
, S =

3
2
,Ms = −

1
2

〉

=

√

2
3
ψD(MS = 0)ψp(ms = −1/2) +

√

1
3
ψD(MS = −1)ψp(ms = 1/2)

=

√

2
3

{

1
2

(

(p ↑)1(n ↓)2 − (n ↑)1(p ↓)2 + (p ↓)1(n ↑)2 − (n ↓)1(p ↑)2

)

(p ↓)3

}

+

√

2
3

{(

1
√

2
(p1n2 − n1p2) ↓1↓2

)

(p ↑)3

}

=
1
√

6

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

)

+
1
√

6

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

. (28)

For the three angular momentum states we have

|L = 1,ML = 1〉 → −
1
√
2
(x3|21 + iy3|21)

|L = 1,ML = 0〉 → z3|21

|L = 1,ML = −1〉 →
1
√
2
(x3|21 − iy3|21). (29)

We can put these together and write
∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
1
2
,MJ =

1
2

〉

=

√

1
6

(

−
1
√

2
(x3|21 + iy3|21)

){

1
√

6

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

)

+
1
√

6

(

(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)}

−

√

1
3
z3|21

{

1
√

6

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3

)

+
1
√

6

(

(p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3 + (p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)}

+

√

1
2

(

1
√

2
(x3|21 − iy3|21)

)

1
√

2

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

. (30)
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This we can rewrite as
∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
1
2
,MJ =

1
2

〉

=

−

√

1
72

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

+(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−

√

1
18

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3 + (p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3

+(p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21

+
1
√

8

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 − iy3|21). (31)

Antisymmetrization leads to
∣

∣

∣

∣

(

L = 1, S =
3
2

)

, J =
1
2
,MJ =

1
2

〉

=

−

√

1
216

(

(p ↑)1(n ↓)2(p ↓)3 − (n ↑)1(p ↓)2(p ↓)3 + (p ↓)1(n ↑)2(p ↓)3 − (n ↓)1(p ↑)2(p ↓)3

+(p ↓)1(n ↓)2(p ↑)3 − (n ↓)1(p ↓)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 + iy3|21)

−

√

1
54

(

(p ↑)1(n ↑)2(p ↓)3 − (n ↑)1(p ↑)2(p ↓)3 + (p ↑)1(n ↓)2(p ↑)3 − (n ↑)1(p ↓)2(p ↑)3

+(p ↓)1(n ↑)2(p ↑)3 − (n ↓)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)z3|21

+
1

√

24

(

(p ↑)1(n ↑)2(p ↑)3 − (n ↑)1(p ↑)2(p ↑)3

)

φD(r21)f(r3|21)(x3|21 − iy3|21)

−

√

1
216

(

(p ↓)1(p ↑)2(n ↓)3 − (p ↓)1(n ↑)2(p ↓)3 + (p ↓)1(p ↓)2(n ↑)3 − (p ↓)1(n ↓)2(p ↑)3

+(p ↑)1(p ↓)2(n ↓)3 − (p ↑)1(n ↓)2(p ↓)3

)

φD(r32)f(r1|32)(x1|32 + iy1|32)

−

√

1
54

(

(p ↓)1(p ↑)2(n ↑)3 − (p ↓)1(n ↑)2(p ↑)3 + (p ↑)1(p ↑)2(n ↓)3 − (p ↑)1(n ↑)2(p ↓)3

+(p ↑)1(p ↓)2(n ↑)3 − (p ↑)1(n ↓)2(p ↑)3

)

φD(r32)f(r1|32)z1|32

+
1

√

24

(

(p ↑)1(p ↑)2(n ↑)3 − (p ↑)1(n ↑)2(p ↑)3

)

φD(r32)f(r1|32)(x1|32 − iy1|32)

−

√

1
216

(

(n ↓)1(p ↓)2(p ↑)3 − (p ↓)1(p ↓)2(n ↑)3 + (n ↑)1(p ↓)2(p ↓)3 − (p ↑)1(p ↓)2(n ↓)3

+(n ↓)1(p ↑)2(p ↓)3 − (p ↓)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)(x2|31 + iy2|31)
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−

√

1
54

(

(n ↑)1(p ↓)2(p ↑)3 − (p ↑)1(p ↓)2(n ↑)3 + (n ↓)1(p ↑)2(p ↑)3 − (p ↓)1(p ↑)2(n ↑)3

+(n ↑)1(p ↑)2(p ↓)3 − (p ↑)1(p ↑)2(n ↓)3

)

φD(r31)f(r2|31)z2|31

+
1

√

24

(

(n ↑)1(p ↑)2(p ↑)3 − (p ↑)1(p ↑)2(n ↑)3

)

φD(r31)f(r2|31)(x2|31 − iy2|31). (32)

4. Normalization for the Molecular States

Before a systematic evaluation of the matrix elements for the phonon–nuclear interaction, we need to consider the
normalization of the molecular state wave functions. Although our focus here is on the reduction of the phonon–
nuclear matrix elements, the normalization will be of interest when the matrix elements are evaluated.

For the different cases Mathematica gives

〈(
L = 1, S =

1

2

)
J =

3

2
,MJ =

3

2

∣∣∣∣

(
L = 1, S =

1

2

)
J =

3

2
,MJ =

3

2

〉
=

〈
1

36
(−r221 + 2r231 + 2r232)φ

2
D(r21)f

2(r3|21) +
1

36
(2r221 − r231 + 2r232)φ

2
D(r31)f

2(r2|31)

+
1

36
(2r221 + 2r231 − r232)φ

2
D(r32)f

2(r1|32) +
1

144
(r221 + r231 − 5r232)φD(r21)φD(r31)f(r3|21)f(r2|31)

+
1

144
(r221−5r231+r232)φD(r21)φD(r32)f(r3|21)f(r1|32)+

1

144
(−5r221+r231+r232)φD(r31)φD(r32)f(r2|31)f(r1|32)

〉
.

(33)
We can take advantage of the symmetry to write this as

〈(
L = 1, S =

1

2

)
J =

3

2
,MJ =

3

2

∣∣∣∣

(
L = 1, S =

1

2

)
J =

3

2
,MJ =

3

2

〉
=

=

〈
1

36
(−r221 + 2r231 + 2r232)φ

2
D(r21)f

2(r3|21) +
1

144
(r221 + r231 − 5r232)φD(r21)φD(r31)f(r3|21)f(r2|31)

〉

+ (1 → 3) + (2 → 3). (34)

For the other cases we have

〈(
L = 1, S =

3

2

)
J =

3

2
,MJ =

3

2

∣∣∣∣

(
L = 1, S =

3

2

)
J =

3

2
,MJ =

3

2

〉
=

〈
1

36
(−r221 + 2r231 + 2r232)φ

2
D(r21)f

2(r3|21) +
1

72
(−r221 − r231 + 5r232)φD(r21)φD(r31)f(r3|21)f(r2|31)

〉

+ (1 → 3) + (2 → 3) (35)
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〈(
L = 1, S =

1

2

)
J =

1

2
,MJ =

1

2

∣∣∣∣

(
L = 1, S =

1

2

)
J =

1

2
,MJ =

1

2

〉
=

〈
1

36
(−r221 + 2r231 + 2r232)φ

2
D(r21)f

2(r3|21) +
1

144
(r221 + r231 − 5r232)φD(r21)φD(r31)f(r3|21)f(r2|31)

〉

+ (1 → 3) + (2 → 3) (36)

〈(
L = 1, S =

3

2

)
J =

1

2
,MJ =

1

2

∣∣∣∣

(
L = 1, S =

3

2

)
J =

1

2
,MJ =

1

2

〉
=

〈
1

36
(−r221 + 2r231 + 2r232)φ

2
D(r21)f

2(r3|21) +
1

72
(−r221 − r231 + 5r232)φD(r21)φD(r31)f(r3|21)f(r2|31)

〉

+ (1 → 3) + (2 → 3). (37)

The lowest-order contribution is the same in all cases as expected. The symmetry of the terms in the integral in
each case provides a check on the construction of the molecular wave functions. The cross terms present do show a
difference between configurations, but these are expected to be small.

5. One-pion exchange part of the phonon–nuclear interaction

We have discussed previously the lowest-order contribution to the phonon–nuclear interaction, which can be written
as [3]

Ĥint =
1

2Mc

∑

j<k

[
βjαj + βkαk, V̂jk

]
· P̂. (38)

Recently, we documented the nonrelativistic reduction of this for the special case of the one-pion exchange potential
with pseudovector coupling (as used in chiral effective field theory potentials) [4]

(
Ĥ ′

int(j, k)

)

NR

= −
1

4Mmc2

[
σj · pj ,

[
σj ·P, V̂ (NR)

jk

]]
−

1

4Mmc2

[
σk · pk,

[
σk ·P, V̂ (NR)

jk

]]
(39)

with

V̂ (NR)

jk = −

(
fπNN

mπ

)2

(τ k · τ j)σk ·

∫
kk

(mπc2)2 + !2c2|k|2
eik·(rk−rj)

d3k

(2π)3
· σj . (40)

After carrying out the integrations in k we end up with a contact potential, a central potential, and a tensor potential.
The long range part of the interaction involves the central and tensor potentials which in the absence of a regulator are
given by
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V̂ (central)
jk (r) =

1

3

f2
πNN

4π
µπc

2(τ j · τ k)(σj · σk)
e−κr

κr
(41)

V̂ (tensor)
jk (r) =

f2
πNN

4π
µπc

2(τ j · τ k)

(
(σj · r)(σk · r)

r2
−

σj · σk

3

)(
1 +

3

κr
+

3

κ2r2

)
. (42)

We can use these to develop expressions for the central and tensor contributions to the phonon–nuclear interaction

(
Ĥ ′

int(j, k)

)(central)

NR

= −
1

4Mmc2

[
σj ·pj ,

[
σj ·P, V̂ (central)

jk

]]
−

1

4Mmc2

[
σk ·pk,

[
σk ·P, V̂ (central)

jk

]]
(43)

(
Ĥ ′

int(j, k)

)(tensor)

NR

= −
1

4Mmc2

[
σj ·pj ,

[
σj ·P, V̂ (tensor)

jk

]]
−

1

4Mmc2

[
σk ·pk,

[
σk ·P, V̂ (tensor)

jk

]]
. (44)

6. Central potential contribution

We have used the wave functions outline above to reduce the phonon–nuclear interaction in the case of contributions
from the central potential. Results for the different cases are listed in this section.

6.1. HD
(
L = 1, S = 1

2

)
J = 3

2
case

〈

HD

(

L = 1, S =
1
2

)

J =
3
2
,MJ =

3
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(central)

NR

∣

∣

∣

∣

3He J =
1
2
,MJ =

1
2

〉

=

i!(Px − iPy)

4Mmc2

1

2
√

3

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

−4
1
6
(−r

2
21+r

2
31+3r232)VC(r21)

1
r32

∂

∂r32
−4

1
6
(−r

2
21+3r231+r

2
32)VC(r21)

1
r31

∂

∂r31

+5
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r31)

1
r32

∂

∂r32
+ 3

1
6
(−r

2
21 + 3r231 + r

2
32)VC(r31)

1
r31

∂

∂r31

−2
1
3
(r231 − r

2
32)VC(r31)

1
r21

∂

∂r21
+ 3

1
6
(−r

2
21 + r

2
31 + 3r232)VC(r32)

1
r32

∂

∂r32

+5
1
6
(−r

2
21 + 3r231 + r

2
32)VC(r32)

1
r31

∂

∂r31
+ 2

1
3
(r231 − r

2
32)VC(r32)

1
r21

∂

∂r21

+
1
6
(−r

2
21 + 3r231 + r

2
32)

1
r31

(

d

dr31
VC(r31)

)

+
1
6
(−r

2
21 + r

2
31 + 3r232)

1
r32

(

d

dr32
VC(r32)

)
∣

∣

∣

∣

u(r21, r31, r32)

〉

+ (1 → 3) + (2 → 3) (45)
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6.2. HD
(
L = 1, S = 3

2

)
J = 3

2
case

〈

HD

(

L = 1, S =
3
2

)

J =
3
2
,MJ =

3
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(central)

NR

∣

∣

∣

∣

3He J =
1
2
,MJ =

1
2

〉

=

i!(Px − iPy)

4Mmc2

1
2

√

5
3

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

−2
1
6
(−r

2
21+r

2
31+3r232)VC(r21)

1
r32

∂

∂r32
−2

1
6
(−r

2
21+3r231+r

2
32)VC(r21)

1
r31

∂

∂r31

+
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r31)

1
r32

∂

∂r32
+ 3

1
6
(−r

2
21 + 3r231 + r

2
32)VC(r31)

1
r31

∂

∂r31

+2
1
3
(r231 − r

2
32)VC(r31)

1
r21

∂

∂r21
+ 3

1
6
(−r

2
21 + r

2
31 + 3r232)VC(r32)

1
r32

∂

∂r32

+
1
6
(−r

2
21 + 3r231 + r

2
32)VC(r32)

1
r31

∂

∂r31
− 2

1
3
(r231 − r

2
32)VC(r32)

1
r21

∂

∂r21

+2
1
6
(−r

2
21 + 3r231 + r

2
32)

1
r31

(

d

dr31
VC(r31)

)

+ 2
1
6
(−r

2
21 + r

2
31 + 3r232)

1
r32

(

d

dr32
VC(r32)

)
∣

∣

∣

∣

u(r21, r31, r32)

〉

+ (1 → 3) + (2 → 3) (46)

6.3. HD
(
L = 1, S = 1

2

)
J = 1

2
case

〈

HD

(

L = 1, S =
1
2

)

J =
1
2
,MJ =

1
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(central)

NR

∣

∣

∣

∣

3He J =
1
2
,MJ =

1
2

〉

=

−
i!Pz

4Mmc2

1

6
√

2

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

8
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r21)

1
r32

∂

∂r32
+ 8

1
6
(−r

2
21 + 3r231 + r

2
32)VC(r21)

1
r31

∂

∂r31

−
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r31)

1
r32

∂

∂r32
+ 15

1
6
(−r

2
21 + 3r231 + r

2
32)VC(r31)

1
r31

∂

∂r31

+16
1
3
(r231 − r

2
32)VC(r31)

1
r21

∂

∂r21
+ 15

1
6
(−r

2
21 + r

2
31 + 3r232)VC(r32)

1
r32

∂

∂r32

−
1
6
(−r

2
21 + 3r231 + r

2
32)VC(r32)

1
r31

∂

∂r31
− 16

1
3
(r231 − r

2
32)VC(r32)

1
r21

∂

∂r21

+4
1
6
(−r

2
21 + 3r231 + r

2
32)

1
r31

(

d

dr31
VC(r31)

)

+ 4
1
6
(−r

2
21 + r

2
31 + 3r232)

1
r32

(

d

dr32
VC(r32)

)
∣

∣

∣

∣

u(r21, r31, r32)

〉

+ (1 → 3) + (2 → 3) (47)

6.4. HD
(
L = 1, S = 3

2

)
J = 1

2
case

〈

HD

(

L = 1, S =
3
2

)

J =
1
2
,MJ =

1
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(central)

NR

∣

∣

∣

∣

3He J =
1
2
,MJ =

1
2

〉

=

i!Pz

4Mmc2

2
3

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

5
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r21)

1
r32

∂

∂r32
+ 5

1
6
(−r

2
21 + r

2
31 + 3r232)VC(r21)

1
r31

∂

∂r31

+2
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r31)

1
r32

∂

∂r32
− 2

1
3
(r231 − r

2
32)VC(r31)

1
r21

∂

∂r21
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+2
1
6
(−r

2
21 + r

2
31 + 3r232)VC(r32)

1
r31

∂

∂r31
+ 2

1
3
(r231 − r

2
32)VC(r32)

1
r21

∂

∂r21

+
1
6
(−r

2
21 + r

2
31 + 3r232)

(

d

dr31
VC(r31)

)

+
1
6
(−r

2
21 + r

2
31 + 3r232)

(

d

dr32
VC(r32)

)
∣

∣

∣

∣

u(r21, r31, r32)

〉

+ (1 → 3) + (2 → 3). (48)

6.5. Central potential definition

In these expressions we have used VC(r) consistent with

V̂ (central)
jk (r) = (τ j · τ k)(σj · σk)VC(r). (49)

7. Tensor potential contribution

The wave functions presented above have been used for the reduction of the contribution associated with the tensor
interaction. Results for the different cases are given below.

7.1. HD
(
L = 1, S = 1

2

)
J = 3

2
case

〈

HD

(

L = 1, S =
1
2

)

J =
3
2
MJ =

1
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(tensor)

NR

∣

∣

∣

∣

3

He J =
1
2
MJ =

1
2

〉

=
i!(Px − iPy)

4Mmc2

1

12
√

3

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

2

(

r
4
21 + 3r431 + 3r432 − 4r221r

2
32 − 6r231r

2
32

r221

)

VT (r21)
1
r31

∂

∂r31

+2

(

r
4
21 + 3r431 + 3r432 − 4r221r

2
31 − 6r231r

2
32

r221

)

VT (r21)
1
r32

∂

∂r32

−2

(

3r421 − 5r431 + 3r432 − 6r221r
2
31 − 6r221r

2
32 + 2r231r

2
32

r231

)

VT (r31)
1
r21

∂

∂r21

+5

(

− r
2
21 + 3r231 + r

2
32

)

1
r31

(

d

dr31
VT (r31)

)

+ 15

(

−r
2
21 + 3r231 + r

2
32

r231

)

VT (r31)

+8

(

− r
2
21 + 3r231 + r

2
32

)

VT (r31)
1
r31

∂

∂r31

−2

(

3r421 + 3r431 − 5r432 − 6r221r
2
31 − 6r221r

2
32 + 2r231r

2
32

r232

)

VT (r32)
1
r21

∂

∂r21

+5

(

− r
2
21 + r

2
31 + 3r232

)

1
r32

(

d

dr32
VT (r32)

)

+ 15

(

−r
2
21 + r

2
31 + 3r232

r232

)

VT (r32)

+8

(

− r
2
21 + r

2
31 + 3r232

)

VT (r32)
1
r32

∂

∂r32

∣

∣

∣

∣

u(r21, r31, r32)

〉
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+
i!(Px − iPy)

4Mmc2

1

12
√

3

〈

φD(r31)f(r2|31)

∣

∣

∣

∣

5

(

3r221 − r
2
31 + r

2
32

)

1
r21

(

d

dr21
VT (r21)

)

+ 15

(

3r221 − r
2
31 + r

2
32

r221

)

VT (r21)

+8

(

3r221 − r
2
31 + r

2
32

)

VT (r21)
1
r21

∂

∂r21

−2

(

−5r421 + 3r431 + 3r432 − 6r221r
2
31 + 2r221r

2
32 − 6r231r

2
32

r221

)

VT (r21)
1
r31

∂

∂r31

+2

(
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4
31 + 3r432 − 6r221r

2
32 − 4r231r

2
32

r231

)

VT (r31)
1
r21

∂
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4
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2
31 − 6r221r
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32

r231

)
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1
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∂r32
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32

r232

)
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(

r
2
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2
31 + 3r232

) 1
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(

d

dr32
VT (r32)

)

+ 15

(

r
2
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)
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2
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∣

∣

∣

∣

u(r21, r31, r32)

〉

+
i!(Px − iPy)

4Mmc2

1
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√

3

〈

φD(r32)f(r1|32)
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∣

∣

∣
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)
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(
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1
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}
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32
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∣

∣
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〉

. (50)

This contribution is composed of three sets of terms which differ only in numbering. We can write this as
〈

HD

(

L = 1, S =
1
2

)

J =
3
2
MJ =

1
2

∣

∣

∣

∣

(

Ĥ
′

int(j, k)

)(tensor)

NR

∣

∣

∣

∣

3

He J =
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2
MJ =

1
2

〉
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=
i!(Px − iPy)
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〈
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∣

∣

∣
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〉

+ (1 → 3) + (2 → 3) (51)

7.2. HD
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Ĥ
′

int(j, k)

)(tensor)

NR

∣

∣

∣

∣

3

He J =
1
2
MJ =

1
2

〉

= −
i!Pz

4Mmc2

1
36

〈

φD(r21)f(r3|21)

∣

∣

∣

∣

+8

(

r
4
21 + 3r431 + 3r432 − 4r221r

2
32 − 6r231r

2
32

r221

)

VT (r21)
1
r31

∂

∂r31

8

(

r
4
21 + 3r431 + 3r432 − 4r221r

2
31 − 6r231r

2
32

r221

)

VT (r21)
1
r32

∂

∂r32

(

3r421 − 5r431 + 3r432 − 6r221r
2
31 − 6r221r

2
32 + 2r231r

2
32

r231

)

VT (r31)
1
r21

∂

∂r21

−2
(

r
2
21 − 3r231 − r

2
32

) 1
r31

(

d

dr31
VT (r31)

)

− 6

(

r
2
21 − 3r231 − r

2
32

r231

)

VT (r31)

+8

(

− r
2
21 + 3r231 + r

2
32

)

VT (r31)
1
r31

∂

∂r31

+3

(

3r421 + 7r431 + 3r432 − 10r221r
2
31 − 6r221r

2
32 + 6r231r

2
32

r231

)

VT (r31)
1
r32

∂

∂r32

+

(

3r421 + 3r431 − 5r432 − 6r221r
2
31 − 6r221r

2
32 + 2r231r

2
32

r232

)

VT (r32)
1
r21

∂

∂r21

+3

(

3r421 + 3r431 + 7r432 − 6r221r
2
31 − 10r221r

2
32 + 6r231r

2
32

r232

)

VT (r32)
1
r31

∂

∂r31

−2

(

r
2
21 − r

2
31 − 3r232

)

1
r32

(

d

dr32
VT (r32)

)

− 6

(

r
2
21 − r

2
31 − 3r232
r232

)

VT (r32)

+8

(

− r
2
21 + r

2
31 + 3r232

)

VT (r32)
1
r32

∂

∂r32

∣

∣

∣

∣

u(r21, r31, r32)

〉

+ (1 → 3) + (2 → 3) (54)

7.5. Tensor potential definition

For these expressions, we have used VT (r) defined to be consistent with

V̂ (tensor)
jk (r) = (τ j · τ k)
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3

)
VT (r) (55)
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8. Wigner–Eckart theorem

The Wigner–Eckart theorem can be written as

〈jm|T (k)
q |j′m′〉 = 〈j′m′kq|jm〉〈j||T (k)||j′〉 (56)

where 〈jm|T (k)
q |j′m′〉 is a (normal) matrix element similar to what we are working with in the reductions above, and

where 〈j||T (q)||j′〉 is a reduced matrix element which depends on the configurations but not on the sublevels. The
term 〈j′m′kq|jm〉 is a Clebsch–Gordan coefficient which gives the coupling to the different sublevels based on the
order k of the tensor interaction.

This can be used to determine the reduced matrix element for a transition through

〈j||T (k)||j′〉 =
〈jm|T (k)

q |j′m′〉

〈j′m′kq|jm〉.
(57)

For us this allows for a consistency check for the Mathematica calculations (and was used as a tool to debug the
model). We developed a set of additional nuclear states, including the MJ = − 1

2
state of the 3He nucleus, as well

as four additional molecular HD states, and used these to test for consistency with the Wigner–Eckart theorem. Tests
were carried out both for the central contribution and for the tensor contribution to the lowest order phonon–nuclear
interaction matrix elements. In all cases we found consistency.

9. Discussion

The relativistic phonon–nuclear interaction is relatively simple in form written as

Ĥint =
1

2Mc

∑

j<k

[
βjαj + βkαk, V̂jk

]
· P̂. (58)

The nonrelativistic reduction for the one-pion exchange potential is a bit more complicated
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−

1

4Mmc2

[
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σk ·P, V̂ (NR)

jk

]]
. (59)

As is apparent from the results above, the implementation of this interaction for the relatively simple 3-body problem
associated with the HD/3He single-phonon transition is pretty complicated.

What remains to be done is to evaluate the radial integrals associated with the matrix elements presented above. In
the case of simple approximate models for the deuteron wave function, molecular HD wave function, and 3He nucleus
this should be straightforward. A more sophisticated treatment might involve the use of a more realistic 3He wave
function, along with correlation effects for the molecular and deuteron wave functions when the proton and deuteron
are close. The question of how much contribution comes from short range interactions remains to be dealt with.

Working with a brute force Mathematica calculation turned out to be useful in this calculation. There were some
technical issues to be dealt with, as we learned that Mathematica does better when a big calculation is split up into
smaller pieces. The calculations for the central potential contribution took on the order of minutes, and the calculations
for the tensor potential terms took on the order of hours.

We are interested in the extension of this kind of calculation for the D2/4He phonon–nuclear coupling matrix
elements. Conceptually, it would be very similar. On the other hand, the matrices will be much larger, which suggests
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that the calculations will be much slower. Due to the importance of the associated matrix element in the field, we are
motivated to try such a calculation in the future.

A summary of this calculation was presented at ICCF22.
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Abstract

In a subdivision process, the excitation from a nucleus in an excited state is transferred so as to produce excitation in two or more
nuclei as a result of multi step excitation transfer. This has been proposed as a key component of excess heat models, where a large
24-MeV quantum needs to be broken down into many lower energy quanta. Here, we consider candidates for a new laboratory
experiment in which subdivision might be studied in isolation. In such an experiment, the alpha or beta decay of a radioactive
source produces an initially excited nucleus, and multiple excitation transfer steps lead to two excited nuclei with lower energy
excitations, such that the total excitation energy approximately matches the initial excited state energy. A suitable candidate must
include an initially excited nucleus that can be produced from a commercially available radioactive source, and two final excited
states in stable nuclei, where the energy mismatch is sufficiently small that it can be made up by the exchange of a few optical laser
photons. We searched through all relevant transitions in the NUDAT2 database below 250 keV and found four candidates for a
laboratory subdivision experiment.
© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: subdivision, excitation transfer, phonon-nuclear interaction, model for excess heat, plasmon-phonon-nuclear interaction

1. Introduction

To account for excess heat in the Fleischmann–Pons experiment, we have focused on models in which a relativistic
phonon–nuclear interaction [1] mediates excitation transfer steps [2]. The first step involves a D2/4He transition, with
the 24-MeV excitation being transferred to a nucleus in the host lattice [3], [4] (or perhaps excitation being transferred
to a 4He nucleus to produce a compact D2 state prior to be transferred to a nucleus in the host lattice [5]). Next, in
the model are a series of subdivision steps, where in such a step, the excitation from an excited nucleus is transferred
to produced excitation at a lower energy in two (or more) nuclei. After many such subdivision steps, the initial large
24-MeV quantum has been subdivided into a great many (1000’s) quanta in low-energy nuclear transitions at the 10s
of keV level, from which in the model, the energy is down-converted (based on fast sequential non resonant excitation
transfer steps) into THz phonons [3]–[5]. Note that only ten subdivision matches would be required to reduce a 24-
MeV quantum down to 24 keV if each involved a factor of 2, since 210 = 1024 (but it is unlikely that suitable relatively
long-lived nuclear-excited states could be found for the precise factor of 2 subdivisions at each step). The thought is
that subdivision near resonances are likely to be rare, so that subdivision making use of a particular near-resonance set
of states would occur over and over again. The large number of individual subdivisions required for this part of the

© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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reduction of the large 24-MeV quantum would be accelerated if more nuclei were involved, which may be problematic
in the absence of phonon gain due to the small coherence volume for THz phonon modes. However, in the presence of
phonon gain (which is consistent with the experiment and with our models), the coherence volume can be mesoscopic
or macroscopic (in which case subdivision can be accelerated by collective enhancements).

In our lab, we have been interested in experiments in which phonon-mediated excitation transfer occurs. In one
such experiment, 57Co beta decays (through the capture of a K-shell electron) to produce excited states in 57Fe, where
when appropriate stimulation is present (thought to produce THz vibrations), resonant excitation transfer of the 136-
keV state leads to angular anisotropy, and fast non resonant excitation transfer of the 14.4-keV state leads to observable
delocalization [6]–[8]. This experiment potentially permits the interpretation that the proposed phonon–nuclear cou-
pling is real (although we do not at this point have a quantitative agreement between the model and experiment), and
that phonon-mediated nuclear excitation transfer occurs and can be fast.

We have also developed an ion beam experiment in which a beam of low-energy (sub 1 keV) deuterons is incident
on a metal target, where charged particle detectors monitor for low-level energetic ion emission, and where a Wendi-
2 neutron detector monitors for energetic neutron emission. In this experiment, a goal is to test whether energetic
nuclear particle emission is a result of excitation transfer from the D2/4He transition to produce excitation in nuclei in
the lattice which subsequently decays.

These two experiments address important pieces of the proposed model. For example, at the foundation of the
model is the phonon–nuclear interaction, which at this point needs experimental confirmation. All of the important
steps in the excess heat model involve phonon-mediated excitation transfer processes, for which additional experi-
mental confirmation is of interest to gain confidence that the effect occurs. In the ion beam experiment, there is the
possibility of studying the first excitation transfer step in the excess heat model. We have discussed previously the
possibility of studying down conversion based upon experiments involving collimated x-ray emission, which permits
the interpretation of being due to the closely related up conversion effect [9].

What has been missing in this discussion are new experiments in which subdivision might be studied. For this, we
would like to see the excitation from a nuclear transition be transferred to produce excitation in two or more other nuclei
at lower energy. In this work, we examine prospects for near resonances that might be suitable for new experiments
where the subdivision effect might be demonstrated.

2. Unconstrained (and Naive) Search

To develop a new experiment in which subdivisions can be studied in the lab, we require nuclear transitions from the
ground state which satisfy

Ei = Ef1 + Ef2 +Q (1)

where the mismatch Q is minimized.
To study this, we have created a list of excited state energies taken from the NUDAT2 database [10], [11] that

includes all listed excited state energies in the stable (or long-lived) nuclei below 250 keV. A simple computer code
was written to read in the levels and to search for approximate resonances. Results for the closest match in each case
are shown graphically in Figure 1, where the Q values are determined simply from a subtraction of the listed energy
levels.

Since there are only a few transitions at low energy, we expect few possibilities that two transitions will add up in
such a way to be close to a given low energy Ei. As the transition energy increases there is an increasing number of
pairs whose transition energies add up to be close to Ei. This leads to the general shape of the results shown in Figure
1, where there are no close matches at low energy, and an increasing collection of close matches as Ei increases.
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Figure 1. Energy mismatch Q as a function of the initial transition energy Ei. Note that the energy mismatch in this plot is estimated from the
difference in listed state energies, and the uncertainty in mismatch in general is much larger.

Table 1. Subdivision resonances with the smallest mismatches. Note that the mis-
match listed assumed exact energies to all digits, under conditions where the energies
were reported to only a few digits. While the mismatch reported for the 199Hg transi-
tion at 158.3791 keV is 0.0005 keV, the associated uncertainty is at least 0.05 keV.

|Q|(keV) AZi Ei(keV) AZf1 Ef1(keV) AZf2 Ef2(keV)

0 205Tl 203.70 101Ru 127.229 174Yb 76.471
0.0001 151Eu 196.54 153Eu 151.6293 238U 44.916
0.0004 157Gd 131.451 119Sn 23.871 155Gd 107.5804
0.0005 77Se 249.7885 127I 57.608 138La 192.18
0.0005 153Eu 235.2807 188Os 155.043 193Ir 80.238
0.0005 171Yb 230.631 107Ag 93.125 159Tb 137.5055
0.0005 199Hg 158.3791 95Mo 59.3 183W 99.0791
0.0009 77Se 175.3059 154Sm 81.981 180Hf 93.3240

A short list of the closest matches is given in Table 1. We see that there are differences in the number of digits
given for the different excitation energies, so that in none of the cases do we have confidence that any of the resonances
are good to better than 1 eV.

The general conclusion is that we would expect there to be sets of subdivision candidates with transition energies
on the order of a few eV, but there are issues as to how well the excited state energies are known.

An additional headache is that ideally we would like to have a radioactive source which is capable of producing
nuclei in the initial excited state. If we make use of the list of available isotopes from Eckert and Ziegler, then we find
that there are no obvious radioisotopes which allow for an experiment with the 205Tl state at 203.70 keV, or for most
of the other near resonances found from this search.
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Figure 2. Energy mismatch Q as a function of the initial transition energy Ei. Note that the energy mismatch in this plot is estimated from the
difference in listed state energies, so that the uncertainty in mismatch in general is much larger.

3. Search Conditioned on Source Availability

We have repeated the search now with the restriction that the initial excited state has the possibility of being produced
with a source commercially available from Eckert and Ziegler’s list of available isotopes. Results are once again shown
graphically in Figure 2.

A list of the top candidates with mismatches below 10 eV is given in Table 2. In this table, we have the same issue
as before in connection with a large uncertainty in the associated Q-value when there are insufficient digits listed in
the NUDAT2 database for the excited state energy. Also, we see some of the transitions in gas atoms, as well as in
naturally occurring but unstable isotopes, such as 40K and 235U, which would complicate a subdivision experiment.
There is also the headache that for some of the initial excited states the associated yield from a radioactive source is
low.

This suggests that we would like to trim down the list to focus on candidates which would have the best chance
of leading to an experiment that would be simplest to execute, where we require the different transitions to occur in
stable metal nuclei, and where a radioactive source is available that can produce the initial excited state efficiently. The
trimmed down list is given in Table 3, where we have added an additional candidate with a higher energy mismatch.

The subdivision in the case of the 136 keV state in 57Fe is illustrated in Figure 3. We have worked with the 136
keV transition in 57Fe, so we have some confidence that phonon-mediated nuclear excitation transfer is possible. The
various transitions listed in the table are all either E1, E2, or M1+E2, so this leads to confidence that the transitions
should be able to participate in phonon–nuclear interactions.

4. Energy Mismatch

In all cases listed in Table 3, we expect an energy mismatch on the order of 4–15 eV. The question is what might be
done about it.

If we consider phonon-mediated nuclear excitation transfer, then the energy mismatch in all cases is more than
what might be expected from multiple phonon absorption or emission. Energy mismatches would be expected in the
case of subdivision in an energy-producing Fleischmann–Pons experiment, but in our view, under conditions where
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Table 2. Subdivision resonances with the smallest mismatches. Note that the mis-
match listed assumed exact energies to all digits, under conditions where the energies
were reported to only a few digits. While the mismatch reported for the 195Pt transition
at 99.880 keV is 0.0023 keV, the associated uncertainty is at least 0.05 keV.

|Q|(keV) AZi Ei(keV) AZf1 Ef1(keV) AZf2 Ef2(keV)

0.0020 131Xe 80.1854 157Gd 54.536 161Dy 25.6514
0.0021 147Sm 121.212 40K 29.8299 164Er 91.380
0.0023 95Mo 204.1163 176Lu 194.358 187Os 9.756
0.0026 195Pt 98.880 95Mo 59.3 129Xe 39.5774
0.0029 195Pt 199.532 183W 99.0791 187Os 100.45
0.0030 195Pt 211.406 109Ag 132.762 173Yb 78.647
0.0033 75As 198.6063 165Ho 94.700 235U 103.903
0.0040 131Xe 163.930 99Ru 89.57 187Os 74.356
0.0040 188Os 155.043 127I 57.608 153Eu 97.43098
0.0046 123Te 159.024 158Gd 79.5143 158Gd 79.5143
0.0055 155Gd 105.3106 181Ta 6.237 183W 99.0791
0.0061 55Mn 125.949 161Dy 43.8201 176Yb 82.135
0.0073 57Fe 136.4743 155Gd 60.0106 174Yb 76.471
0.0076 192Os 205.7944 181Ta 136.262 189Os 69.54
0.0076 109Ag 88.0337 83Kr 41.5575 183W 46.4834
0.0084 133Cs 160.6121 109Ag 88.0337 138La 72.57
0.0085 129Xe 39.5774 40K 29.8299 187Os 9.756
0.0086 155Gd 146.0696 61Ni 67.414 173Yb 78.647
0.0089 155Gd 117.9981 155Gd 60.0106 159Tb 57.9964
0.0092 125Te 144.775 159Tb 57.9964 160Dy 86.7878

Table 3. Reduced version of Table 2 (augmented with a candidate with a higher mismatch) including candi-
dates with available sources that produce the initial excited state efficiently, where all ground states correspond
to stable metal atoms. In this table, after the transition energy, we have added the transition multi polarity.

Q AZi Ei
AZf1 Ef1

AZf2 Ef2

(keV) (keV) (keV) (keV)

-0.0046 123Te 159.024 M1+E2 158Gd 79.5143 E2 158Gd 79.5143 E2
-0.0055 155Gd 105.3106 E1 181Ta 6.237 E1 183W 99.0791 E2
-0.0073 57Fe 136.4743 E2 155Gd 60.0106 M1+E2 174Yb 76.471 E2
0.0153 85Rb 151.192 M1 + E2 159Tb 57.9964 M1+E2 178Hf 93.1803 E2

excess heat occurs there is an energy exchange between the nuclear system and the vibrational system. In this case,
our models indicate that an (anomalous) energy substantially greater than that of a single phonon can be exchanged
in connection with each phonon exchange. However, in an experiment, similar to our 57Co/57Fe excitation transfer
experiment (where the number of THz phonons is thought to be much less than in an excess heat experiment), we
would not expect this kind of anomalous energy exchange to occur on the 136-keV transition.

One approach might be to make use of laser stimulation, where a substantial mixing of the plasmon and phonon
degrees of freedom are expected in metal. In this case, the laser could be used to drive plasmon excitation at a given
frequency (much higher than the phonon frequency), but because the vibrational and electron plasmonic degrees of
freedom are coupled, we would expect plasmon–phonon–nuclear-mediated excitation transfer to occur. The key issue
here is that the energy mismatch could be made up by the absorption of a few photons. In this case on resonance, we
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Figure 3. Level scheme associated with the subdivision of the 57Fe 136-keV state.

Table 4. Candidate photon energies around which to scan under the assumption that different numbers of
photons are absorbed.

AZi Ei
AZf1 Ef1

AZf2 Ef2 !ω0 !ω0 !ω0

(keV) (keV) (keV) ∆n = ±2 ∆n = ±4 ∆n = ±6

123Te 159.024 158Gd 79.5143 158Gd 79.5143 2.30 eV 1.15 eV 0.77 eV
155Gd 105.3106 181Ta 6.237 183W 99.0791 2.75 eV 1.37 eV –
57Fe 136.4743 155Gd 60.0106 174Yb 76.471 3.65 eV 1.82 eV 1.22 eV
85Rb 151.192 159Tb 57.9964 178Hf 93.1803 7.65 eV 3.82 eV 2.55 eV

would have

Ei = Ef1 + Ef2 +∆n!ω0 (2)

where∆n is the (net) number of photons absorbed.
Since the mismatch in the nuclear energy levels is not known precisely, this kind of experiment would likely require

some ability to scan over a range of photon energies, seeking a resonance condition—which could be detected through
the emission of new gammas from the subdivided nuclear transitions. Photon energies around which to scan are listed
in Table 4 for the four most interesting candidates. We see for the subdivision of the 136-keV transition in 57Fe that
subdivision with four-photon absorption would require a tunable laser centered at 1.82 eV, which is in the red part of
the spectrum. This is depicted in Figure 4.

In the case of the phonon–nuclear interaction for individual E2 and M1 transitions, one would expect two-phonon
exchange transitions to be dominant (over four-phonon or six-phonon exchange interactions) in connection with an
internal nuclear transition. However, it is possible in principle that such a transition could occur through single-phonon
exchange if a strong magnetic field is present (note the presence of terms involving the vector potential showing up in
the same way as phonon–nuclear interaction terms in the transformed Hamiltonians in [1]). In a subdivision experiment
where the absorption or emission of laser photons (which excite plasmons that mix with phonons) makes up the energy
difference, then a violation of the associated photon/phonon selection rule could occur—which would tell us that
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Figure 4. Level scheme illustrating the absorption of four photons to make up the mismatch in the case of the 57Fe 136-keV subdivision candidate.

single-phonon exchange can occur for an E2 or M1 (or mixed M1+E2) transition, and could provide information as to
the relative strength of one-phonon versus two-phonon interactions.

5. Discussion and Conclusion

A successful subdivision experiment of the kind under discussion in this paper would be important in the context of the
models under consideration for accounting for excess heat in the Fleischmann–Pons experiment. This in part because
such a demonstration would provide assurance that the effect is real, and in part would have the potential to provide an
experiment against which a quantitative model could be tested.

Since there are only a modest number of suitable low-energy transitions, a precise match in energy between the
initial transition energy and the sum of the final transitions energies does not seem to be possible. The energy mismatch
in the best cases appears to be substantially larger than what could be made up through phonon exchange, although
uncertainties in the excited state energies at present do not mean that this can be ruled out in general for nuclear
transitions below 250 keV.

On the other hand, the energy mismatch in the candidates identified in Table 4 is sufficiently low that there is the
possibility of making up the energy difference through multi photon absorption or emission, where a tunable laser
couples to plasmons in the metal, where plasmons mix with phonons, and where the phonon admixture can produce
internal nuclear transitions based on the relativistic phonon–nuclear interaction.

Note that the development of such a subdivision experiment would have applications outside of condensed matter
nuclear science. A successful subdivision experiment would allow for the determination of high-precision energy
differences between energy levels. However, in this context, a more important experiment would be one involving
simple excitation transfer between levels of different isotopes. Candidates from the list of excited state energies we
have assembled are given in Table 5. The candidates with the lowest energy mismatches do not have associated
radioisotopes available from commercial sources but have mismatches sufficiently low to be accessible with lasers. In
this table, the energy mismatch is determined from

Ei = Ef +Q. (3)
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Table 5. Candidate transitions for non resonant nuclear ex-
citation transfer between transitions in different isotopes.

Q AZi Ei
AZf Ef

(keV) (keV) (keV)

0.007 171Yb 66.732 73Ge 66.725
0.008 193Ir 138.941 169Tm 138.93315
0.008 117Sn 158.562 181Ta 158.554
0.012 155Gd 214.3515 179Hf 214.3395
0.012 171Yb 95.282 189Os 95.27
0.012 180Hf 93.324 67Zn 93.312
0.038 158Dy 98.918 195Pt 98.880
0.039 99Ru 89.57 119Sn 89.531
0.047 187Os 100.45 161Dy 100.4033
0.050 151Eu 216.72 189Os 216.67

If non-resonant nuclear excitation transfer becomes important in the future in nuclear physics, then it would be possible
to make use of bright narrow band tunable light sources in the UV and EUV for this kind of study. In the event that
anomalous energy exchange occurs, as in the case of excess heat production, then non-resonant excitation transfer or
non-resonant subdivision could be used to show anomalous energy exchange and to quantify how much (anomalous)
energy can be exchanged.

A successful non resonant excitation transfer experiment between transitions in different isotopes, or a successful
subdivision experiment, would in both cases provide for a new kind of gamma source where the presence (or absence)
of specific gamma would be controlled by the incident light source. Note that there is the possibility of tunability under
conditions where gamma emission is driven away from the nuclear resonance condition.
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Abstract

Equations developed for isoperibolic electrochemical calorimetry were tested for the electrolysis of D2O in an open calorimetric
cell. The derivatives of these equations gave correct values within the experimental error range for the important rate of change of
the cell temperature with time (dT/dt). In addition, these calorimetric equations were also tested directly in determining the enthalpy
change (∆H) for the D2O electrolysis reaction. The mean experimental value at 298.15 K was ∆H = 294.4 ± 0.3 kJ/mole. This
compares favorably (within 0.10%) with the literature value of ∆H = 294.600 kJ/mole. The accuracy of these ∆H measurements
could be even further improved by more accurate cell voltage and cell temperature measurement.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction

The history of electrochemical calorimetry illustrates that this research has generally been a neglected scientific topic
despite the many possible calorimetric applications in electrochemical research [1-5]. An excellent test for open
isoperibolic calorimetric cells is the determination of the enthalpy change for the electrolysis of heavy water (D2O).
This research is complicated because even the simple electrolysis of D2O at constant current (I) in open isoperibolic
calorimetric cells gradually produces changes in the cell voltage (E), the cell temperature (T), cell constant (k), cell
heat capacity (CpM), electrolyte volume (V), and the cell power (P). Therefore, there is generally no steady state time
period where dT/dt = 0 exactly.

Many of the calorimetric power terms in this study were first developed by Fleischmann and Pons for their mea-
surements in the Palladium-D2O + LiOD system using a Dewar calorimeter where heat transfer is mainly by radiation
[6-8]. The author has reported related studies using calorimeters where the heat transfer is by conduction [9-14].

There are often significant calorimetric errors if the important term, Pcalor = CpMdT/dt, is ignored where Cp is
the heat capacity of D2O (84.35 J/mol K) and M is the equivalent moles of D2O required to give the correct total heat
capacity for the cell including the glass and metal components that undergo the same cell temperature changes as the
D2O. If the cell temperature changes by ±0.1 K over 10 minutes for a typical cell heat capacity of CpM = 450 J/K,
then the calorimetric error, if CpMdT/dt is neglected, is given by

∆Pcalor = (450 J/K)(±0.1 K)/(10)(60)s = ±0.075 W

© 2021 ISCMNS. All rights reserved. ISSN 2227-3123



Melvin H. Miles / Journal of Condensed Matter Nuclear Science 34 (2021) 140–147 141

This ±75 mW is a substantial error source for the electrochemical calorimetry. Even if the cell temperature change
with time is only ±0.01 K over 10 minutes, this would still be an important error source of ±7.5 mW. Accurate
temperature measurements are necessary at various times for accurate electrochemical calorimetry.

Experimentally, it is found that dT/dt may be positive or negative for open isoperibolic calorimeters depending
on the experimental conditions. The goal here is to derive equations for the calculation of dT/dt to gain a better
understanding of the variables that determine this dT/dt value. These derived equations will also be a test for the basic
calorimetric equations used to model the calorimeter. Several tests of these equations using actual experimental data
will be presented.

The major test of this isoperibolic electrochemical calorimetry and the modeling equations is the experimental
determination of the enthalpy change (∆H) for D2O electrolysis using these calorimetric equations.

2. Experimental

The calorimeter used in these experiments was constructed from commercial copper tubing and copper end caps [13].
The outer copper cylinder had a 5.1 cm (2.0 inch) diameter and a 28 cm height. The inner copper cylinder (3.2 x 20
cm) was completely separated from the outer cylinder by the insulating material. The glass electrochemical cell (2.5 x
20 cm) was a large Kimax test tube. This cell was filled 2/3 full, with 50.0 mL of the 0.1 M LiOD + D2O electrolyte
and securely centered within the inner copper cylinder. This calorimetric system can be described as isoperibolic,
non-adiabatic and non-isothermal.

The D2O used was Cambridge Isotopes, 99.9% D. Three thermistors were used for measurements of the cell
temperature. One of these thermistors (T1) was positioned in the cell electrolyte while the other two (T2, T5) were
securely fastened on opposite sides of the outer cell wall. The cell constants were k1 = 0.1205 W/K, k2 = 0.1350 W/K
and k5= 0.1450 W/K. Thermal contact between the glass cell and the inner copper tube was provided by Mobile-1 (5
W-30) synthetic motor oil (35 mL). The total cell heat capacity was 450 J/K. This isoperibolic calorimeter was placed
in a constant temperature water bath. Each calorimetric measurement recorded the cell current (I), the cell voltage (E),
the cell temperature (T), and the bath temperature (Tb). The cell current was constant for all of these experiments.
The temperatures were measured to within ±0.005 K by the use of calibrated thermistors. These experiments used a
platinum wire coil as the anode and a centered palladium or palladium-boron cathode [9-13]

3. Calorimetric Power Terms

Accurate open isoperibolic electrochemical calorimetry can involve up to eight different power terms. Power can be
added to the cell by the electrochemistry (PEI ), by an internal heater (PH ), or possibly by some additional unknown
power source (PX ) such as recombination or cold fusion effects. Power can be carried out of the cell by heat conduction
(PC), by heat radiation (PR), by heated gases (D2, O2, D2O) that exit the cell (Pg) and by the expansion work done by
this gas production (PW ). The sum of these different power terms will generally produce a power change within the
calorimetric system (Pcalor). The connection between these power terms is expressed by

Pcalor = PEI + PH+ PX + PC + PR + Pg+ PW (1)
where power added to the cell is positive and power carried out of the cell is negative. No internal heater was used
in these experiments (PH = 0) and there was very little heat lost by radiation (PR ≈ 0) due to the cell insulation
surrounding the cell including at the cell bottom and the cell top.

4. Equation Derivation

The rate of change in the cell temperature with time is directly related to the rate of change in the cell power by the
equation dT/dt = (dP/dt)(dT/dP). Therefore, dT/dt = (dP/dt)/k where k = dP/dT with units of W/K. The modeling
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equation used to define the cell power for this heat conduction calorimeter is

P = (E – EH )I – k (T - Tb) + PX + Pg+ PW (2)

where EH is the thermoneutral potential defined by EH = -∆H/2F for the cell reaction

D2O(1) = D2(g)+ 1/2 O2(g) (3)

For simplicity, the experimental cell voltage and cell current will both be treated as positive quantities for this electrol-
ysis reaction. The Pg and PW power terms are generally small and will be ignored.

The derivative of P with respect to time (t) is given by

dP/dt = IdE/dt + dPX /dt – (T – Tb)dk/dt – kdT/dt (4)

where I, EH and Tb are constant. Note that dP/dt = kdT/dt where k is not constant. Thus

2 dP/dt = IdE/dt + dPX /dt – (T - Tb)dk/dt (5)

or

dP/dt = 1/2 [IdE/dt + dPX /dt – (T - Tb)dk/dt] (6)

The sign for dE/dt and dPX /dt can be either positive or negative while dk/dt is always negative during electroly-
sis[14]. Therefore, the term “-(T - Tb)dk/dt” will always contribute to a positive value for dP/dt. The calculation of
dk/dt can be made using the equation

dk/dt = (dk/dV)(dV/dt) (7)

where dV/dt is always negative and determined by the cell current. At I = 0.1500 A for D2O electrolysis assuming
evaporation is negligible

dV/dt = (-0.5 I/F)(20.02784 g/mol)(1.0 cm3/1.10445g)
= -1.4096 x 10−5 cm3/s (8)

The numerical value for dk/dV depends on the cell design and must be determined for each cell by experiments.
For the isoperibolic calorimeter used in this experiment, dk/dV = 2.0 x 10−4 W/K cm3 [14]. Therefore, dk/dt = -2.82
x 10−9 W/Ks for this calorimeter when I = 0.1500 A.

5. Experimental Verifications

Five data points from two different previous experiments were used to calculate dT/dt values using Equation 6 and the
relationship dT/dt = (dP/dt)/k. The calculated and experimental dT/dt results are shown in Table 1. A Johnson-Matthey
(JM) palladium rod cathode (0.1 x 2.3 cm) was used in the 2016 experiment while a Naval Research Laboratory (NRL)
Pd-0.5 B cathode rod (0.47 x 2.0 cm) was used in the 2017 study.

Note that in every case, the use of Equation 6 provides the correct sign for the calculation of dT/dt. Furthermore,
the numerical values are within the experimental errors expected. Small errors could account for the differences for
the calculated and experimental dT/dt values in Table 1, especially for the smaller dT/dt values. For the small dT/dt
values in Table 1, even the experimental determination of dT/dt may have rather large errors. In summary, Table 1
supports the use of Equation 6 in the calculation of dT/dt in electrochemical calorimetric experiments. Generally, the
experimental dT/dt should be considered as more accurate than the calculated value.
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Table 1. Comparisons For Calculated and Experiments dT/dt Results From Two Experiments.

Experiment I (A) T – Tb (K) Calculated
dT/dt (K/s)

Experimental
dT/dt (K/s)

7/03/2016
JM Pd
(3:20 p.m.)

0.0365 0.23 1.41 x 10−4 1.25 x 10−4

7/10/2016
JM Pd
(11:41 a.m.)

0.2190 9.87 -1.25 x 10−6 -1.29 x 10−6

3/18/2017
NRL Pd-0.5 B
(6:06 p.m.)

0.1500 0.86 1.32 x 10−4 1.17 x 10−4

3/19/2017
NRL Pd-0.5 B
(11:08 a.m.)

0.1500 3.16 -7.97 x 10−7

(-0.0029 K/h)
-5.66 x 10−7

(-0.0020 K/h)

3/29/2017
NRL Pd-0.5 B
(4:40 p.m.)

0.5000 20.93 -1.18 x 10−6 -8.85 x 10−6

6. The Measurement of∆H For D2O Electrolysis using Electrochemical Calorimetry

Another excellent test of electrochemical calorimetry is the determination of ∆H for the D2O electrolysis reaction.
The calorimetric equation for open isoperibolic calorimetry includes the term

CpMdT/dt (when Tb is constant) as the power for the calorimetric cell (Pcalor). Therefore

CpMdT/dt = (E – EH )I - k (T – Tb) + PX + Pg + PW (9)

where Tb is the constant bath temperature that surrounds the isoperibolic calorimeter. Solving for EH yields

EH = E – [k(T - Tb) + CpMdT/dt]/I + (PX + Pg + PW )/I (10)

The experimental data selected for this determination of EH was taken between 14 and 29 hours for a cell using a Pt
coil anode and a Pd-0.5 B cathode. Table 3 of the Appendix gives all of the thermistor temperature readings for this
time period. This was the second day of the experiment where the electrolyte volume was at the correct 50 mL level.
Furthermore, the detailed analysis of this data indicated that CpMdT/dt ≈ 0 and that (PX + Pg + PW ≈ 0) during this
fifteen-hour time period (See Appendix). Therefore Equation 10 simplifies to

EH = E - k (T – Tb)/I (11)

where I = 0.1500 A. The k (T – Tb)/I term corrects for the experimental cell voltage being greater than EH . The
data set used to determine EH must be consistent with the assumption that PX = 0. This is necessary because any
calculation of PX will involve the use of EH (Equation 9). The calculation of EH from Equation 11 requires strictly
direct experimental measurements (E, I, T, Tb). The cell constants (k) were determined in other experiments using
various methods [13,14].

Table 2 presents the experimental cell voltages (E) and calculated values for EH using the cell and bath temperature
measurements for each of the three thermistors. This Table includes every experimental measurement for this second
day of electrolysis.

Table 2 suggests that the location of a thermistor was not a major factor as long as accurate calibrations were done.
There appears to be a slight decrease in the EH values with time in Table 2. This may be related to the gradual changes
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Table 2. Cell VoltageMeasurements and EH Results For Three Cell Ther-
mistors (T1, T2, T5).

Time (m) E (V) (T1) EH (V) (T2) EH (V) (T5) EH (V)

847 4.091 1.544 1.544 1.549
883 4.085 1.551 1.552 1.557
913 4.085 1.555 1.552 1.557
979 4.075 1.545 1.551 1.552
1028 4.055 1.517 1.517 1.513
1093 4.070 1.519 1.523 1.518
1395 4.025 1.483 1.487 1.483
1487 4.050 1.520 1.521 1.517
1570 4.020 1.486 1.491 1.483
1730 4.020 1.498 1.509 1.507
Mean Values For EH : 1.522 1.525 1.524

±0.027 ±0.025 ±0.029

in the cell constants with time during the electrolysis or to the rather low cell voltages that were measured later in this
experiment.

The main error source was the cell voltage fluctuations due to gas bubbles forming on the cathode surface. This
cell voltage measurement problem due to gas bubbles usually relates to the D2O bottle and additives used for NMR
applications. Generally, the cell voltages can be readily measured to four decimal places in these experiments [8]. This
error in cell voltages can be minimized by using the mean EH value for each thermistor: 1.522 V, 1.525 V and 1.524 V.
The mean of these three values yields EH = 1.5237 V ±0.0015. Therefore, the correct sign convention for∆H yields

∆H = 2F EH = 294.03 kJ/mol (±0.29 kJ) (12)

for D2O electrolysis (Reaction 3) at the mean cell temperature of 33.34◦C (306.49 K). The adjustment of∆H = 294.03
kJ/mole to the standard temperature (298.15 K) can be made by using the equation

∆H (T2) = ∆H (T1) + ∆Cp(T2 – T1) (13)

where ∆Cp = -40.48 J/mol K for Reaction 3. This correction is + 338 J/mole. Therefore, this experimental enthalpy
change for D2O electrolysis at 298.15 K is

∆H = 294.4 kJ/mole (±0.3 kJ/mole) (14)

This experimental value obtained by electrochemical calorimetry agrees reasonably well (within 0.10%) with the
literature value of ∆H◦ = 294.600 kJ/mole for Reaction 3 [15]. This value also corresponds to the standard enthalpy
of formation (∆H◦

f ) for D2O where ∆H = -∆Hf for D2O liquid. This application of electrochemical calorimetry for
the determination of ∆H for D2O electrolysis has not been previously reported. Electrochemical calorimetry research
for H2O electrolysis gave a value of ∆H = 284.4 ±7.4 kJ/mole that is close to the literature value of 285.830 kJ/mole
[5]. The present D2O results and the previous H2O results both show that no significant degree of recombination
was observed in these electrochemical calorimetry experiments. Accurate electrochemical calorimetric methods can
provide direct measurements of enthalpies for electrochemical reactions where reversible electrodes are not available
[5].

The experimental errors in this study are much larger (±1.7% or±5.0 kJ/mole) when based upon a single thermis-
tor (Table 2). However, the three different thermistors at different cell locations involving different cell constants could
be considered as three separate experiments. The three mean values for EH in Table 2 differ by only small amounts
with a standard deviation of only ±0.00153 or ±0.10%. Therefore, the standard deviation for ∆H = 294.4 kJ/mole is
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±0. 3 kJ/mole. The experimental data for the third day of electrolysis gave similar results with∆H = 294.3 kJ/mole at
the mean cell temperature of 33.27◦C or 294.6 kJ/mole at 25.0◦C. The only changes in the calculations were slightly
smaller cell constants using dk/dt = -2.82 x 10−9 W/Ks from Equation 7.

It is reported that ∆H◦

f = -249.2032 kJ/mol for D2O gas [15]. Combining this value with ∆H◦ = -45.401 kJ/mol
for converting the gas to a liquid gives ∆H◦

f = -294.604 kJ/mol for D2O liquid.

7. Summary

Electrochemical calorimetry can be accurate if the correct equations are used. The application of Equation 6 leads
to calculated changes of the cell temperature with time (dT/dt) that agree reasonably well with experimental mea-
surements. The application of Equation 10 yields the enthalpy change (∆H) for D2O electrolysis that is close to the
reported value from other methods. The position of the thermistor within the calorimeter is not a major factor if accu-
rate calibrations are done. There was no evidence for any reactions involving D2 and O2 gases in these experiments
nor were there any large excess power effects (PX ) during the time period investigated for the enthalpy of the D2O
electrolysis reaction. However, a small excess power of about 7 mW was measurable.
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A. Appendix

All experimental thermistor readings for this study are presented in Table 3. Thermistor T1 was in the cell electrolyte,
thermistor T2was on the outer wall of the cell, thermistors T3 and T4 were in the constant temperature water bath, and
thermistor T5 was opposite T2 on the outer cell wall. These thermistor readings were accurate to about ±0.005 K.

Table 3. Thermistor Temperatures For The Cell (T1, T2, T5) and Bath
(T3, T4).

Time (m) T1 (◦C) T2 (◦C) T3 (◦C) T4 (◦C) T5 (◦C)

847 33.360 32.890 29.810 30.250 32.730
883 33.355 32.885 29.820 30.260 32.725
913 33.350 32.885 29.820 30.260 32.725
979 33.350 32.875 29.820 30.260 32.720
1028 33.350 32.885 29.815 30.250 32.730
1093 33.365 32.890 29.810 30.250 32.740
1395 33.335 32.860 29.790 30.230 32.710
1487 33.320 32.850 29.790 30.230 32.700
1570 33.315 32.840 29.780 30.220 32.695
1730 33.310 32.850 29.790 30.230 32.680

∆T1 = T1 + 0.06 – T4 , k1 = 0.1205 W/K
∆T2 = T2 - 0.25 – T3 , k2 = 0.1350 W/K
∆T5= T5 + 0.15 – T4 , k5 = 0.1450 W/K

Thermistors T1 and T5 were calibrated against T4 while thermistor T2 was calibrated against T3. It is only the
temperature differences, T – Tb, that enters into these calculations in Equation 11.

All the results for EH presented in Table 2 can be checked by Equation 11 using the cell voltages in Table 2 and
the temperature data and cell constants given in Table 3. Furthermore, for Equation 6, dE/dt obtained from Table 2 is
-1.34 x 10−6 V/s and dk/dt = -2.82 x 10−9 W/Ks from Equation 7.

The two terms, CpMdT/dt and the sum of PX + Pg+ PW that were assumed to be zero in Equation 10 can actually
be evaluated from the experimental results shown in Tables 2 and 3. The cell and bath temperatures using thermistors
1 and 4 in Table 3 yield dT/dt = -5.66 x 10−7 K/s. Therefore, CpMdT/dt = -0.000255 W. The sum of PX + Pg + PW
obtained using Equation 9 with EH = 1.5267 V was 0.78 ±3.99 mW for thermistor T1, 0.59 ±3.94 mW for T2 and
0.50 ±4.34 mW for T5. The mean value from all three cell thermistors was

PX + Pg + PW = 0.00062 W (A.1)

These calculations show that both CpMdT/dt and the sum of PX + Pg + PW are small power terms that can be
assumed to be zero (within experimental errors) for the data presented in Tables 2 and 3.
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The small Pg and PW terms can also be calculated for this data set independently of EH using the following
equations [6-8,12].

Pg = - (I/F) [0.5 Cp,D2 + 0.25 Cp,O2 + 0.75 P’Cp,D2O]∆T - 0.75 (I/F) P’L (A.2)

where P’ = P/(P* - P), P is the vapor pressure of D2O at the cell temperature and P* is the atmospheric pressure in the
laboratory. The heat capacities (Cp) are for the gases leaving the cell (D2, O2, D2O) while ∆T = T – Tb. The second
term involves the enthalpy of evaporation (L) for D2O. The PW term for expansion work is simpler and given by

PW = -RT (0.75 I/F) (A.3)

using the perfect gas equation for the 0.75 moles of D2 + O2 electrolysis gases generated per Faraday [12].
The mean cell temperature used in these calculations was T = 33.27◦C = 306.42 K while the laboratory pressure

was P* = 700 Torr (elevation 765 m). The use of these equations yields Pg = -0.00260 W and PW= -0.00396 W.
Therefore, from Equation A.1, Px = 7.2 mW.

A useful method for determining the excess power (PX ) is to assume PX ’ = PX+ Pg + PW = 0 and then calculate
the resulting EH ’ value for each measurement using Equation 10. The actual Px’ values are then given by the simple
equation

Px’= (EH – EH ’)I (A.4)

where EH is the standard value of 1.5267 V and I is the cell current. The actual excess power is given by Px= Px’ -Pg –
Pw. For this experiment using the mean EH ’= 1.5237 V for I = 0.1500 A yields a mean Px’ =0.00045 V and the mean
excess power as Px= 7.0 mW. As shown in this study, small values for Px may be offset by the small negative values
for Px and Pw to give a Px’ value near zero.

The purity of D2O could also affect the experimental ∆H value for D2O electrolysis. At the stated 99.9% D, the
effect on ∆H would be insignificant at -11 J/mole. However, at 99.0% D, the ∆H value would be lowered by -102
J/mole. One important advantage of open electrochemical cells is that any H2O contamination will be preferentially
removed by the electrolysis.
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by Molecular Chemical Reaction: Based on Focusing–compression
of 1000 bar and 7000 K Due to Pulsed Supermulti-Jets Colliding
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Abstract

Some reports from ICCF22 (Takahashi et al., Iwamura et al., Parkhomov et al., Mizuno et al.) show that selected materials lead
to higher power at higher temperatures, probably at temperatures below 2000 K, and pressures below 10 MPa. In the early part of
this report, we show the theoretical extrapolation of data described in these recent reports which indicates that low energy nuclear
reaction systems at temperatures over 7000 K may release energy at a rate comparable to combustion of fossil fuels, or perhaps
even higher. It is also stressed that high pressure levels of 100 MPa physically will lead to less diffusion of H2 (or D2) gas from
solid materials (e.g., powder of such as palladium or nickel) that have absorbed the gas. Less diffusion leads to higher power. In
the present report, we propose a new reactor which may lead to power at the level of a chemical reaction such as combustion of
fossil fuels. This reactor is based on two new basic technologies. Our first technology is a new device with a power source based
on focusing compression due to pulsed supermulti-jets colliding around the reaction chamber center, which will have potential
of the level of 7000 K and 100 MPa in chamber as maximum, leading to high power. It should be able to continuously produce
power as an open system. The high compression potential at level of 100 MPa and 7000 K was confirmed by experiments and
computational simulations without chemical and nuclear reactions. Our second technology is an injector of nanoparticles such as
those of palladium or nickel, which remains durable for more than 30 hours, which may lead to continuous low energy nuclear
reactions. These may make it possible to construct a heat source powered by a low energy nuclear reaction in nanoparticles such as
palladium or nickel, which is triggered by a chemical reaction of H2 (or D2)-oxygen mixture, where the reactor is initially brought
to a high temperature and high pressure.
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1. Introduction

The phenomenon called cold fusion (CF) or low energy nuclear reaction (LENR) reported over 20 years [1–4] may
be very important for our future, as an ideal solution for baseline energy generation and environmental problems.
Recently, it has been found that the use of nano-particles is an effective means of stabilizing the phenomenon [5].
Further, studies were conducted which also indicated stability of the reaction [6–8]. However, the production energy
per unit time, i.e., power, or the reaction speed, is still small, whereas total energy integrated over a long time is fairly
large.

In this report, we first show a theoretical analysis based on an extrapolation of experimental data reported in
ICCF22 [26–28,33], which indicates that with systems with a reactor internal temperature over 7000 K at pressure
less than 10 MPa, it may be possible to produce power at a rate similar to a chemical reaction such as the combustion
of fossil fuels including gasoline. It is also stressed that high pressure level of 100 MPa physically will lead to less
diffusion of H2 (or D2) gas from solid materials (e.g., powder of such as palladium or nickel) absorbed with the gas,
i.e., higher power.

We next show two hardware technologies to implement a new power source with fast energy production.
The first technology we discuss is a new device with a power source based on focusing compression due to pulsed

supermulti-jets colliding around the reaction chamber center, which has potential of 7000 K and 100 MPa in the
chamber, leading to high power due to low energy nuclear reactions, that can continuously produce power as an open
system.

The potential of high compression of 100 MPa and 7000 K due to the pulsed supermulti-jets colliding was basically
confirmed by our experiments and computer simulations without nuclear reactions and also without accompanying
chemical reactions. This approach based on focusing of supermulti-jets will also cause an insulation effect because of
encasing high temperature region around the reaction chamber center, which will also result in keeping high tempera-
ture during reaction, because of less heat loss from the reactor walls. The insulation effect will also result in protection
of the reactor walls from the high temperature of the reaction.

The second technology discussed here is an injector of nanoparticles, which remains durable for over 30 h, while
nanoparticles such as those of palladium stabilizes low energy nuclear reaction. This is developed on the basis of
durable liquid fuel injectors used in today’s automobiles.

2. Level of Temperature and Pressure Necessary for Producing the Power of the Order of that of
Combustion of Fossil Fuel

Recently, some independent experiments shown in the ICCF22 [26–28,33] indicate higher excess heat according to
increasing temperature, at pressure less than 10 MPa. Based on the excess heat plotted against temperature shown by
the experiments at temperatures less than 2000 K [26–28,33], we made an extrapolated graph up to 7000 K, which is
shown in Fig. 1. The formula shown by Zheng [9] is used for the extrapolation. The extrapolated graph in Fig. 1
indicates that a chamber temperature of 7000 K may produce power comparable to those of chemical reactions such as
combustion of fossil fuels including gasoline. This is because the power of a conventional internal combustion engine
is on the order of 100 kW. Thus, we set the target temperature of 7000 K to obtain power for various uses.

We also believe that diffusion of H2 (or D2) gas outside from solid materials that have absorbed the gas may occur.
Therefore, we also set the other target for encasing the gas inside solid materials, which is high pressure at the level of
100 MPa in the reaction chamber to push back the gas into solid materials. It is also stressed that the order of 100 MPa,
i.e., compression at 1000 times atmospheric pressure, and also ten times the pressure (or more) for experiments shown
in Fig. 1, may lead to the level of ten times the power of chemical reactions of fossil fuel. This is also because 10
times of the density of H2 (or D2) and the higher pressures will also make solid or liquid conditions for materials such
as palladium and nickel, while very lower pressure will also lead to vapor.
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Figure 1. Extrapolation of temperature dependence of magnitude of excess heat in three independent experiments [26–28,33].

In Section 3, we will show the new technology that should allow us to reach the two targets of 7000 K and 100 MPa
in the reaction chamber.

3. Principle and Basic Evaluation of Focusing Compression based on the Supermulti-jets of Gas
Colliding with Pulsation at Condition without any Reaction: Bringing about High Temperature and
High Pressure

3.1. Principle

The key point of the new technology to achieve 7000 K and 100 MPa in reaction chamber is based on the supermulti-
jets of gases such as deuterium (or hydrogen) with a pulse, in which the gas jets entering from reaction chamber wall
collide around the center of reaction chamber through a focusing process (Fig. 2). Although we employ a mixture
of oxygen and hydrogen (or hydrocarbon fuel) for use of molecular chemical reactions [10,14], gas of deuterium (or
hydrogen) is mainly used as gas jets for low energy nuclear reactions, while gas of nitrogen can be added for ensuring
safety. (We think that a trial of low energy nuclear reaction based on the focusing compression and nanoparticles such
as palladium should be started with lots of nitrogen gas. After that, we will gradually decrease nitrogen gas, which
should trigger the reaction.)

The ideal spherical displacement of jets is shown in Fig. 3. Semispherical sixteen jets show stable point compres-
sion due to the supermulti-jets. Then, the experimental visualizations for a different collision system of supermulti-jets
[29] show nearly axial symmetry after the supermulti-jets collide on the center axis, while large disturbances due to
asymmetrically placed jets also show nearly symmetric pattern of density distribution. Thus, spherical distribution of
jets will be more stable.

We can control or increase the levels of pressure and temperature by varying the geometries and distributions of
nozzles, while varying also pressure differences before suction and initial temperatures at upstream and in the reaction
chamber [10,14].
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Figure 2. Principle of the point compression due to supermulti-jets colliding with pulse.

It is also stressed that this self-contractive flow due to supermulti-jets results in confinement of burned (or reacted)
hot gas only around the cylinder center, which reduces contact between the hot gas and the cylinder walls and leads
to less heat loss [10–14]. Computational results indicate that the heat loss to the cylinder walls is extremely small.
Consequently, these computations and theoretical considerations show that a new engine based on the collision of
pulsed supermulti-jets and turbo-/super-charging over 0.3MPa for fossil fuels including gasoline may achieve indicated
thermal efficiency of about 60% at low and medium loads, when the conditions of geometry and operation close to
those in the cycle theory are set [10,14–16]. By using the absolute minimum and maximum temperatures computed
for the new engine (the exhaust temperature TC 600 K and burned temperature TH 2400 K) [10,14,17], the efficiency
of the Carnot cycle is calculated to be about 75%. Therefore, our computational thermal efficiencies of about 60%
maximum [10] should be possible because the level is less than that of the Carnot cycle.

Then, this effect of strong insulation is also important for heat resistance on chamber wall during a large heat
release due to low energy nuclear reaction.

Figure 3. Focusing compression device due to 26-pulsed jets colliding with spherical distribution. (Interspaces between 26 nozzles can also be
used for exhaust process. One among 26 nozzles can be removed to allow the exhaust process.)
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Figure 4. Focusing compression device due to pulsed jets colliding in a plane surface.

3.2. Focusing compression device as reaction chamber shown mainly in the present study

In this study, we consider the focusing compression device as a reaction chamber shown in Fig. 4, which is configured
with 14-pulsed jets colliding in a plane surface, and also a solid side-wall on the left-hand side of the collision point
to increase the compression level by reflecting pressure waves. The solid wall is also used for the installation of a
pressure transducer.

(Technique I) It is stressed that the solid side-wall on the left-hand side has an important role, which also stabilizes
collision of jets by reflecting pressure waves, while the flow is driven only on the right-hand side of the chamber for
generating thrust and power.

We also show two other techniques, which stabilize the focusing process of jets:
(Technique II) Collision of jets in laminar flow due to small size ratio D/d of jet nozzle (d) and reaction chamber

diameter (D).
Let us examine the transition from laminar to turbulent flows due to shear stress in the single high-speed jet in

Fig. 5 [30]. Figure 5 indicates that there is a certain laminar jet length (L), i.e., a region where the jet is straight. Thus,
we set up the device so that jets collide in the laminar flow, i.e., in the size ratio of D/d <4.0 (L/d<2.0). Thus, the
condition of nearly laminar straight jets will also lead to stable point compression around the chamber center.

(Technique III) Potential flow generated by pulse.
The pulsed flow shows potential flow without fluctuations such as turbulence at the early intake process, as is well

known from fluid dynamics textbooks [31], which will lead to stable collisions. In the engine described in Section 4,
pulse jets are injected for 5 ms, while following that the jet nozzles are closed for 2.5 ms.

3.3. Stability of compression

A physical (dynamical) explanation can answer the question of why symmetric flow pattern due to collision of jets is
stable for three (or more) jets. Where the center jet among three is inclined, a pressure difference along the upper-
lower direction around the collision point of three jets is generated, which induces a flow that returns the jets to the
geometrical collision point (see Fig. 6).
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Figure 5. Example of a single jet computed by the present numerical code based on the CIP method (spatial distribution of the volume ratio of
hydrogen, which is injected into a chamber initially filled with air) [30].

Second, it is also stressed that the supermulti-jets analyzed in this report have less shear stress between the jets,
because there is only a very small stagnant region between neighboring jets. Let us think about the case of only one
jet, whereas Fig. 6 shows three jets. With only one jet, i.e., only the central horizontal jet after eliminating two upper
and lower jets in Fig. 6, the jet is surrounded by a motionless (static) chamber region. Thus, the flow speed largely
varies between the one jet and motionless static chamber region, whereas flow speed does not vary much between two
neighboring jets among the three in Fig. 6, because the upper or lower jet has the flow speed identical to that of the
center jet. This results in very less shear stress (very less flow speed variation in space) in Fig. 6 leading to longer
laminar flow, because shear stress brings turbulence. As a result, the length L of laminar flow for one jet in Fig. 5
is longer for the supermulti-jets shown in Fig. 6. Therefore, the supermulti-jets can collide in a laminar flow at the
collision point.

The computation of a single high-speed jet injected into ambient air, done by the present numerical method based
on the CIP and CUP method shown in Fig. 5 and validated by agreement with various experimental data, has a
relatively strong shear stress around the contact surface between the jet and ambient air, which results in turbulence at
the area far from the nozzle [30].

3.4. Energy loss inside jet nozzles

Let us consider the energy loss due to viscosity in the jet nozzles. We should discuss this point by classifying the jet
speed into two categories: subsonic and supersonic ones.

First, let us recall that piston engines for automobiles and also turbojet systems for aircraft and for rockets employ
subsonic flows. Energy loss due to the viscous jet-flows in nozzles in the subsonic regime, i.e., a few percent of

Figure 6. Mechanism of how slightly inclined jets generate force that returns jets to the geometrical collision point, which leads to stability of
collision [29].
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Figure 7. Focusing compression device with fourteen pulse-jets placed on a geometrical plane.

input energy, is negligible, because the supermulti-jets colliding with pulse through focusing process leads to a large
reduction of energy loss due to heat transfer from the chamber wall and exhaust heat loss (reduction of energy loss on
the order of 20–30%) are much larger than that of the viscous jet-flow loss. Actually, as we show later, we use the
present focusing compression due to the pulsed supermulti-jets colliding in the subsonic regime in most cases.

Second, let us think about the case in which the supersonic jets colliding generates a low energy nuclear reaction,
i.e., about ten times of power of chemical reaction. Then, the viscous energy loss for the supersonic regime at Mach
number between 1.0 and 2.0 will be of the order of 20–80%. However, the present loss is relatively trivial in comparison
with the large power due to low energy nuclear reaction caused by jets colliding

3.5. Pressure–temperature level of the focusing compression due to the pulsed supermulti-jets colliding at
condition without chemical and nuclear reactions

Pressure around the collision point of fourteen pulse-jets placed on a geometrical plane in an engine developed origi-
nally (Figs. 4 and 7) is first measured in a long shock-tube facility by varying the pressure transducer position (Kistler
Instruments Ltd.), without chemical and nuclear reactions. A high pressure ratio over 18:1 is reliable and stable with
variation of about 3% for peak pressure, and variation of intake pressure less than 1%, while cases with stronger
disturbance of intake pressure also indicate stable and high compression (Fig. 8a). Computation results obtained
by numerically solving the compressible Navier–Stokes equation and averaged in the 2 mm diameter of the pressure
transducer is similar to experimental pressure increase (Fig. 8b). (Averaging in the 2 mm diameter of the pressure
transducer must be done because it is well known that pressure distribution in space cannot be resolved [32].)

These shown in Fig. 8 also implies, while computations show the maximum temperature over 1000 K at the
chamber center, a temperature of about 700 K averaged in the 2 mm diameter on pressure transducer at collision
timing, which is similar or more to that in traditional Diesel and jets engines.

Moreover, we added a glow plug (a torch system) to stabilize startup of combustion due to the 14-jets injected with
a little high upstream pressure of about 0.3 MPa corresponding to turbo- or super- charging. (At startup, this glow
plug brings burned gas of high temperature kept in reaction chamber, corresponding to the hot EGR gas [19], leading
to stable and continual chemical reaction after startup.)

Thus, the single focusing collision of 14-pulsed jets injected with initial pressure increased by conventional turbo-
or super-charging system (or high-pressure tank) brings the level over 1000 K, which may be enough to generate a low
energy nuclear reaction of the order of 1 kW, as shown in Fig. 1.
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Figure 8. Pressure at geometrical collision point plotted against time.

It is also emphasized that agreement of computations and experiments in Fig. 8 indicates the usefulness of the
present computational code. Therefore, we also try to compute various geometries and conditions. Figure 9 demon-
strates time-histories of pressure for focusing compression using 26 pulsed jets colliding with atmospheric temperature
and pressure as initial conditions in the chamber, which brings about 3000 K and 250 MPa after collision of the 26 jets
for both of air and hydrogen gas. Another important point is that computations for collision due to the supermulti-jets
of hydrogen gas show a pressure increase similar to that for atmospheric air, at identical upstream pressure condition,
because lighter gas results in a higher speed of the jet.

For the 26 jets, a chemical reaction will be stable without the glow plug and EGR. Moreover, an initial chamber
temperature of 1500 K due to pre-heating, which can be done by using another energy source such as a glow plug
or electric heater, leads to 7000 K at collision timing (over 100 MPa), which may increase the probability of a low
energy nuclear reaction at the level of ten times the power of chemical reaction of fossil fuels and hydrogen, as shown
in Section 2.

4. Combustion Experiments Obtained for the First Prototype Engine with Focusing Compression due to
the Pulsed 14 Jets of Gas Colliding

4.1. Engine geometry

Figures 10a and b show an outline view of the first prototype engine for chemical reaction added with a rotary plate
valve generating repeated pulse jets, a torch system having a glow-plug, and fuel injectors, while including the chamber
for focusing compression due to the pulsed 14 jets of gas colliding and its cross-section shown in Figs. 4 and 7. Then,
Fig. 10c shows a small wall at a position downstream from the geometrical collision point of jets, which increases
pressure around the collision point and makes the collision more stable. The total period of each cycle is 7.5 ms,
where the rotary valve is open for 5 ms to admit the pulse jet-flows into the chamber, and then closed for the 2.5 ms
remaining.

A small wall is set at a downstream position. This is because the pressure wave reflected at the small wall brings
stronger compression. Burned gas does not hit the small wall, because of reflection of pressure wave [10,16]. More-



156 T. Kobayashi et al. / Journal of Condensed Matter Nuclear Science 19 (2021) 148–166

Figure 9. Pressure and temperature history computed for supermulti-jets colliding with pulse. (a) Air [34] and (b) Hydrogen.

over, the small wall downstream also has the other effect of maintaining burned gas around the collision point of jets
until the next cycle.

4.2. Nearly complete gas-insulation effect and high thrust obtained for focusing engine having the pulsed 14
jets of gas colliding

Engine specifications and conditions are depicted in Table 1. As fuel, we use gasoline, which is one of the fuels that
are difficult to ignite. However, combustion reliably occurs, which is evidence of focusing compression (Fig. 11).
Then, we qualitatively get a nearly complete air-insulation effect (Fig. 12). Figure 13 indicates high thrust over 100
N, although this engine is very small, with an 18 mm chamber diameter and injection pressure at the level of only 3
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(a) Outline view

(b) Cross-section
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(c) Small wall set at a downstream position
Figure 10. First prototype engine having 14-jets collided with rotary valve for generating a pulse.

bar. (Analysis based on these combustion experiments and computations indicate power and thermal efficiency higher
than those in traditional combustion engines for air-breathing vehicles and rockets, because of relatively silent higher
compression and nearly complete air-insulation [10].)

Figure 11. Photographs of combustion occurrence for first focusing compression engine with14-jets. [35].
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Table 1. Engine specifications and conditions.

5. Development of the Second Prototype Engine for Achieving Low Energy Nuclear Reaction: with
Focusing Compression due to the Pulsed 26 Jets of Gas Colliding

We developed the second prototype engine to achieve a low energy nuclear reaction, with focusing compression due
to the pulsed 26 jets of gas colliding, displaced with spherical distribution, although the first prototype engine has only

Figure 12. Wall pressure and temperature of a combustion experiment done with a prototype piston-less engine, which qualitatively proves the
nearly-complete air insulation effect. During pressure increase due to combustion, the wall temperature does not increase. This kind of data is
reliably obtained [36,37].
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Figure 13. Thrust obtained for first focusing compression engine with 14 jets pulsed [35,36].

14 jets displaced non-spherically. This will lead to more stable and strong compression around chamber center. Three
stages of eight jet nozzles are distributed (Fig. 14).

6. Injection System of Nanoparticles such as Palladium and its Durability

To produce cold fusion (a low energy nuclear reaction) in a future cold fusion engine (a “Fusine”), a device for injecting
solid particles such as palladium must be added to the focusing compression device due to pulsed supermulti-jets
colliding. Figure 15 shows the injector system of nanoparticles such as palladium, which we add.

(a) Cross section of the engine (b) Cutaway made by 3D printer
Figure 14. Second prototype engine for achieving low energy nuclear reaction, with focusing compression due to the pulsed 26 jets of gas
colliding, displaced with spherical distribution.
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Figure 15. Injector system of nanoparticles including water.

In this report, we use diamond particles of diameter less than micrometer as test nano-particles in liquid water as
test liquid (Carbodeon Ltd. Oy). The weight ratio of nano diamond particles is 2.0%, while volumetric ratio is 0.57%.

This injection system of solid particles showed a constant level of injection amount of liquid water including nano-
particles over 30 h, i.e., durability, while focusing collision of jets is absent. i.e., as a unit test of the injector (Fig.
16).

7. Concept of a Double Focusing Compression Engine

In Section 3.5, we show a way of pre-heating to over 1500 K to increase the initial chamber temperature in order to
reach 7000 K after collision timing of 26-jets pulsed through focusing process, i.e., just before the nuclear reaction
occurs. However, for the present way, a large energy source system will be necessary for this pre-heating.

Thus, we propose another way to reach 7000 K by using only the focusing compression due to 26 pulsed jets col-
liding. The other way shown below is inspired by the fact that traditional combustion engines, including piston engines
and jets engines, use the high temperature gas burned in the previous cycle as an ignitor to assist the stable combustion

Figure 16. Injection rate plotted against time.
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in the next cycle. The high-temperature gas in the previous cycle is known as EGR or burned gas maintaining in
recirculating area employed for the next cycle [19].

The method developed using the burned gas in the previous cycle for the next cycle, i.e., double-focusing com-
pression, is explained as follows. In the first focusing compression cycle, a chemical reaction of hydrogen and oxygen
occurs, which results in high temperature water vapor of over 2500 K at the end of the first cycle. A portion of the
burned gas water vapor is exhausted. After that, the burned gas of water vapor remaining in the reaction chamber is
used as high temperature source for assisting the initial stage of second focusing compression cycle with only hydrogen
gas (or D2) and palladium injected. This leads to a higher temperature than 7000 K just before a low energy nuclear
reaction occurs. This is a combination of a chemical reaction and a nuclear reaction weaker than that of uranium.

This will be possible if a second focusing–compression cycle with nanoparticles such as palladium is achieved,
after a chemical reaction of H2 (or D2)+oxygen occurs in the first cycle of focusing compression. This compression
level will be larger than that in a traditional internal combustion engine and traditional cold fusion systems, whereas
it will be much less than for high temperature fusion systems. This may bring about more stable and frequent cold
fusion reactions. This approach due to supermulti-jets will also cause an insulation effect because of encasing, which
will result in less heat loss from the reactor walls and protecting the reaction chamber walls from the high temperature
of the reacted gas. In short, this method ensures safety, durability, and low cost.

8. Conclusion

Most of the studies on low energy nuclear reactions (cold fusion) have been done with closed reactors until now.
Thus, the open reactor systems shown in Figs. 4, 7, 10 and 14 will be important for the actual implementation of low
energy nuclear reactions. We have started to make a reactor system including an injector of nanoparticles, and we have
also started fundamental experiments in a small constant volume reaction chamber for low energy nuclear reactions,
in order to find optimized conditions of nano-particles and gas around the nano-particles. A suitable laboratory to
perform this experiment should be found, because it will be difficult to do at our university in Tokyo, and also because
nobody has tested this type of engine which continually generates high energy by focusing jets entering from outside.
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Appendix A. Trial of the Low Energy Nuclear Reaction in a Small Constant Volume Chamber: without
Focusing Compression due to the Supermulti-Jets of Gas Colliding Shown in Section 5 and
also without Injector of Nano-Palladium Explained in Section 6

We also started another basic experiment, in order to find optimized conditions of nano-particles used for the low en-
ergy nuclear reaction based on the supermulti-jets colliding. Fundamental experiments of low energy nuclear reaction
using hydrogen (or deuterium) and nano-particles such as palladium is performed in a simple reaction chamber with
constant volume, by varying some conditions such as amount of palladium and nitrogen. This is also important to
confirm and check the previous data done by the other research groups [5–9]. For two different gases of hydrogen and
nitrogen, we have gotten some fundamental experimental data in a constant-volume chamber shown in Fig. 17. In the
experiment using H2 gas and PNZ10r at about 45◦, temperature increase of about 3 K temperature due to palladium is
observed [18]. We will get experimental data at higher temperatures soon.

Appendix A.1. Quasi-stability theory

We think that three approaches: three sacred imperial treasures of experiments, computer simulations, and also the-
oretical consideration, for accelerating the study. Although the two approaches of experiments and computations are
depicted above, a theory (quasi-stability theory) for clarifying physical mechanism underlying phenomena [20–23]
may be useful to know mechanism underlying the nuclear transformation, which is related to power.

Behaviors around breaking up for two connected particles, which are assumed with flexible spheroids (or other
shapes) and forces working between particles existing in various natural phenomena from subatomic particles to bio-

Figure 17. Constant-volume reaction chamber [18].
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Figure 18. Prediction of size ratios of atoms produced in cold fusion. (a) One-dimensional Taylor expansion. (b) Multi-dimensional Taylor
expansion.

logical cells in the living beings, are described by momentum equation (Eq. (1)) having stochastic term δst, while ε,
γk, and t̄k denote size ratio of connected two particles and deformation rate of particle k and dimensionless time of
particle k (=1, 2), with the other constantsm and∆m of order of surface force and degree of indeterminacy of contact
position of connected particles [20–23].
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Figure 19. Prediction of mass distribution of atoms produced in nuclear fission of 235U [25].

Quasi-stability is defined as condition that one term in the right-hand side of Eq. (A.1) approximated by Taylor expan-
sion becomes zero, which is weaker than the neutral stability [20–23]. By using this quasi-stability after performing
one-dimensional Taylor expansion for Eq. (A.1), the bi-modal size ratios of 1:1 and about 2:3 for atoms produced in
fission of uranium 235 is qualitatively revealed [20–23].

In our previous report using multi-dimensional Taylor expansion [24], size distributions for biological molecules
in DNA and protein are quantitatively explained. Thus, in this report, we apply multi-dimensional Taylor expansion
to predict size ratios of atoms produced in cold fusion, which results in quantitative predictions, especially for Li–Pt
(Fig. 18).

In addition, we proposed a method to estimate the mass distribution of atoms generated by nuclear fission, by
classifying the terms of multi-dimensional Taylor approximation equation of Eq. (A.1) (Fig. 19) [25].
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Abstract

Radio frequency (RF) cavitation of water using an RF amplifier has been under development for the last five years as a 2 MHz
producer of high concentrations of small cavitation bubbles collapsing in water. There is little doubt that helium atoms were
produced from RF at 2 MHz during cavitation of both DOD and HOH. The path for D to He looked much simpler, so the effort was
placed there as the path for H to He appeared to be too complex. Measuring and finding He produced in a vacuum tight reactor with
no air leaks where mass spectral (MS) system analyses numbers would be disturbed. The only He to deal with was in the reactor’s
pressurizing tank of Ar and that value of 0.10 ppm was subtracted from all measurements. Two systems were analyzed. In one,
HOH and Cu produced 1.7 W for 45 min. and in system two, DOD and Pd/6% Ag produced a burst of 6 W for 250 s. A comparison
was made between cavitation and muon systems. A very slow rate muon system also produced He. The two impulse systems, Isw
and Iµ, were compared, and the cavitating system’s impulse was 60 times greater than the muon system. The two systems differ.
The cavitation system was explosive, and the muon system was implosive. The cavitation system was fueled by 15.5 eV of energy,
and the muon system was fueled by 23.8×10+6 eV of energy. The cavitation system reaction rate was 1.6×10−15 s, and the muon
system was 10−6 s. From this point of view the cavitation system looked more favorable than the muon system for He production.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Cavitation resonance, Free electrons, Mass spectrum, MC clustered deuterons, Radio frequency, Target foils, Timeframe

1. Introduction

1.1. The mesoscale of atoms of various particles in maso clusters (MC)

The mesoscale is applied to atoms or ions that maintain some degree of coherence during their short lifetime. As one
looks into meso clusters (MC) of deuterons injected into a free electron environment of a target foil (TF) surface at a
temperature initially at∼5000 K the environment is too hot for recombination and in MC containment. The probability
of an electron combining with an MC deuteron remains low in the 50-fs timeframe. Not until the temperature drops to
a suggested value of ∼2500 K will D∗ form and produce an SW capable of producing an alpha. The philosophy here
was to show the SW system, when compared to a known He producing muon system appears to be more likely than

∗E-mail: rogerssbiz@gmail.com.

© 2021 ISCMNS. All rights reserved. ISSN 2227-3123
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the muon system to produce an alpha particle (He) and in the experiments He4. The activity during the implantation
of D+ into the target foil, TF, lattice was the initial process followed by the 50 fs meso cluster, MC, that produced one
alpha for each event. And it was the accumulation of these events that were measured by mass spectrum to give the
number of He4 atoms (the alpha particle production).

The philosophy here was to show the SW system, when compared to a known He producing muon system appears
to be more likely than the muon system to produce an alpha particle (He) and in the experiments He4. The activity
during the implantation of D+ into the target foil, TF, lattice was the initial process followed by the 50 fs meso cluster,
MC, that produced one alpha for each event. And it was the accumulation of these events that were measured by mass
spectrum to give the number of He4 atoms (the alpha particle production).

1.2. Sonofusion and RF

The RF system is a non-obvious extension of Sonofusion, where a replacement of the oscillator with an RF input by
a linear RF amplifier (1.5–10 MHz) at 2 MHz, where the piezo functions as an antenna. The amplifier was tuned to a
minimum RF reflection and maximum admittance with a standing wave ratio (SWR) close to 1.00, indicating 100%
signal transmitted. There were other tuning methods that can be utilized: oscilloscope voltage, the frequency reso-
nance, the visual D2O surface movement, and the oscilloscope overtones. Some new discoveries about the cavitating
system have been made during this 2-year experimental campaign: (1) there was more than one vibrating surface and
(2) the fundamental vibration may make some large contributions to the resonant bubble population via overtones.

The RF cavitation shows a cavitating producing sonoluminescence system measured by MPPC Hamamatsu photon
devices (in a separate experiment). At Ro an adiabatic collapse to Rf occurs. A sonoluminescence red pulse peak, SL,
of photons lasting for less than 10% of the MHz cycle time, 5×10−7 s, is coupled to the RF input, black line, during
that one cycle. Each bubble grows from the low-pressure Ri, green, gaining mass of D2O vapors. The plasma, red
star, implants deuterons into an MC on the surface of active area of 50 mm2 TF surface

1.3. Monitoring the RF frequency

Cavitation has a varied history and was first patented in 1960 by Hugh G. Flynn 1982 [2] and later by S. Putterman
1994 [3] and R. Stringham 1992 [4]. The path used by this author moved from frequencies of 20 kHz in 1989 to 2
MHz 2016 and relies on the mechanism having the same cavitation energetics as the low frequency, 20 kHz, systems.
Figure 1 shows at top that the cavitation pulse is a short burst of energy lasting less than 10% of one cycle. The pulses
narrow as the frequency increases. We have many data sheets showing these photon pulses coupled to frequency input.
There is no activity during the rest of the cycle [5], only cooling. These measurements were made during 1600 MHz
using a cavitation oscillator. This figure indicates that at 10 times the frequency there would be no problem with the
mechanics completing the cavitation cycle. To clarify the acoustics a plastic strip 0.8 cm × 4.0 cm, of PVDF film was
fastened outside surface of the reactor placed opposite the piezo PZT disk, and audio output was continuously viewed
on the scope [5]. The output showed complex beat patterns of 17 per cycles for each input cycle. Its sensitivity reached
into the high gigahertz range.

Experimentally, RF interference was a major concern that accompanied all measurements made while the RF
system was running. To minimize RF interference on thermocouple measurements, a duty cycle was introduced of 30
s on and 5 s off that provided an adequate time window for credible measurements of temperature; this feature was
built into the calorimetry of both the running RF mode and calibration mode.

Two years of RF practice runs with H2O suggested that enough knowledge was in place to do controlled runs with
D2O. There was a different philosophy with the new RF reactor. The reactor was no longer a small polycarbonate 50
g reactor with a 1 cm3 of actively cavitating D2O volume with 1 ml/s circulation rate [5]. The cavitation was at the
bottom of a 5-inch column of water and the kept cool by a circulation process (see Fig. 4A).
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Figure 1. Shows the RF cavitation 2 MHz bubble collapse and its implantation into the nearby TF lattice. This is followed by the deuterium ions
capture of an electron [1] and alpha production.

1.4. The SEM of MHz TF cluster 50 nm radius ejecta sites

Figure 2A. 1.6 MHz input. This shows the surface of the exposed TF and a cluster of small crater events in cavitating
D2O. (2B) shows a 1 µm2 detail, red box. Most of the ejecta are single events with 15% that are darker considered
the result of the ejecta with twice the energy or two events. The calculated lattice volume of a single ejecta event was
equivalent to one alpha event, 4×10−12 J. The density of events is very high and if spread out over the foil surface
was about one/million surface atoms that would be about 1/30 times as dense. If the He4 ejecta sites in the detail were
distributed over the active 50 mm2 surface area there would be 1 ejecta sight in Fig. 2B detail. In other words, the
cluster effect would be unnoticed. SEM photos by Jane Wheeler, Evans Lab., Sunnyvale, CA [6].

1.5. The RF acrylic reactor

The RF reactor consisted of a 2-inch diameter Acrylic tube with 0.25-inch wall and with placement for adjustable
spacing and sealing gaskets for the PZT 20 mm disk piezo at the bottom of the reactor. The utilities enter through the
3-inch diameter 1-inch plate that was O-ring sealed to 3/4-inch thick and the 3-inch diameter plate. The two Acrylic
plates were bolted together. (Some of the utilities were temperature, pressure, Ar gas, vacuum access, calibration
heater, and gas sample vessels.) The system was run attached to the vacuum line and could be filled and run making
calibrated ∆T measurements via a 5 s off mode of the duty cycle. The calorimetry involved the flow of coolant water
through two identical copper coils. One coil in the reactor cavitating water, and the other coil in the 3.5 L heat sink
water reservoir (see Fig. 4A). The RF reactor was run at RT of ∼24oC and ∆T never reached above of 10oC. The
water circulation was by an FMI Inc. displacement pump at flow rate of 1.08±0.02 cm3/s. The objective was to collect
the gases from the that Ar saturated volume and measure its He4 content in ppm.
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Figure 2. Shows Pd foil with many 100 nm diameter craters from cavitation and a detail to the right. These size and larger cavities are found in
BCC lattice target foils.

1.6. Potential He4 and Ar gas measuring problems in Acrylic RF reactor

The mass spectrum measurements showed the presence of small hydrocarbon molecules associated with the Acrylic
reactor. Small amounts of a transparent viscous substance that was found on the reactor copper coil after a Run and
dried to clear film could explain MS anomalies. These looked like an air leak in the reactor run in MS analysis. About
a year later the confusion was neatly cleaned up. During the cavitation the reactor interior was dissolving from the
Acrylic reactor surface and the low molecular weight of fragments were carried into the gas phase of the sample. The
MS counted these unexpected fragments as air. But on further examination they were Acrylic fragments and thus
reduce He4 measured. The amount of He4 in the dissolved Acrylic during its manufacture was calculated to be 10
times less than detected if the dissolved Acrylic was less than 1 cm3 of the reactor inner surface.

1.7. The 2-year test period and the phantom temperature bursts (PTB)

During testing of the Acrylic RF reactor that were run in about 80 ml H2O, it was a common experience to see
superimposed on the H2O heating curve an abrupt increase in T for a few cycles, which then collapsed back to the
heating curve as the duty cycle was continuously removing heat to the 3.5 L coolant reservoir as the RF apparatus
was in the running mode. These phantom temperature bursts (PTB) [7], events occurred regularly some lasting for an
hour and others for a few minutes. The PTB amplitude often doubled and sometimes quadrupled the heating curve
that always remained the same. The measurements were in Acrylic tubes the same size as the machined vacuum RF
reactor. No MS measurements were made of gases from these early experiments as they were saturated by the air’s
natural content of He4. These same PTB were found running the RF reactor using the same duty cycle.
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Figure 3. Shows the polycarbonate reactor with utilities entering from the top for the RF reactor passing into the cavitating Ar saturated DOD.
One of the two copper coils is shown in the RF reactor where coolant water was circulated cooling the reactor operation.

2. Experimental

2.1. Experimental setup

The duty cycle was used in all run and calibration modes. Two years of RF practice runs with H2O suggested that
enough knowledge was in place to do controlled runs with D2O.

As noted, the old reactor was a small polycarbonate 50 g reactor with a 1 cm3 of actively cavitating D2O. The RF
system uses a 5×1.5-inch column and diameter of D2O while keeping the static D2O close to steady-state temperature
by using the second 16 loop Cu coil submerged in a 3.5 L tank of coolant water as a heat exchanger. The coils were
1/8-inch OD and about 4 inch long. The setup required about 1000 s to reach heat input equilibrium. The D2O,
Fig. 4A, removes heat moving water coolant H2O via an FMI displacement pump moving the coolant into the 3.5 L
water reservoir through the #2 coil then back into the D2O and reactor coil, cycling at a flow rate of 1.08 ml/s. There
the heat was collected in the 3.5 L insulated tank that moderates the running temperature of the reactor bringing a more
efficient lower temperature cavitation. Figure 4B shows the TF placement in the reactor where its surface craters were
produced on the TF. This for the FCC TF lattice. A number of 20 mm×0.002-inch gaskets of Neoprene and Teflon
were used to adjust the geometry piezo and TF as well as seal the containment in the vacuum tight reactor.

The implant of the cavitation bubble collapse, the jet plasma squeezed by the EM field of the sheath electrons,
is where the sheath’s outer electrons implant first. Followed by hot deuterons. These particles maintain their charge
separation becoming the 50 fs MCs in the surface of the TF lattice. The timeline indicates the impulse path to products
and compares SW gain of an electron and gain of volume of space in forming D∗. Compared to muon’s loss of electron
from the D2 molecule collapsing to the very small ddµ . It loses an electron, and loses that volume of space associated
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with the volume of D2. D2+ µ→ ddµ+ e−. The difference of the two systems, SW is gaining an electron and gaining
volume (space) and the D2 system is losing an electron and losing space (see Fig. 1). An interesting comparison of
the same alpha products by viewing impulse of ISW and Iµ− and the process size changes. Isw has a low energy of α
formation of 15.5 eV and very fast rate of formation of 6×10−15 s. As there was an electron capture and there was a
gain in product size 2D+ → α+. Iµ has a high energy of α formation of 24.8 MeV and a slow rate of 10−6 s. There is
an electron loss and a size change of D2 → ddµ . This was shown in Figs. 4A and 3B.

2.2. The collection of data during the RF experiments (35 s duty cycle)

The RF used in these experiments prevents the direct measurement∆T with thermocouples as the wires act as antenna
and no longer are sensitive to temperature. To remove this problem, the temperature measurements are made during
a 5 s off mode (a 5 s off period) coupled to a 30 s on mode (RF heat period). This on off duty cycle allows for a
good temperature measure during the progression of the heating curve with no Radio Frequency Interference (RFI).
The duty cycle is on all the time during the run mode and calibration mode with a cyclic circuit breaker to the input
power. It has been on for years for that circuit. It gives me a clear set of data that does not require any thought to data
changes during the run and calibration modes. Each 35 s cycle data joins the next 35 s allowing for a seamless ∆T
data production.

3. RF Water Experiments

RF system and piezo geometry. Figure 4A is the reactor setup. It runs at lower temperatures as the D2O or H2O RF
reactor is coupled with a 3.5 L with 1 of the 2 Cu coils for heat removal from the running mode of the cavitation
circulation system. The coolant, light blue, is circulated through the heated system giving up heat to the 3.5 L coolant
reservoir that is replaced by cool water. The FMI pump continuously circulated coolant water at a rate of 1.08± 2 ml/s
for a year. The∆T , Tout-Tin, after 1000 s reaches steady state. Any positive deviation of the heating curve was excess
heat Qx. During the calibration mode there was in the center a 10 W stainless-steel clad coiled heating element, red,
from ARI that substitutes for RF linear amplitude amplifier input. At heat input, equilibrium heating, and cooling
curves, running and calibration mode should always be data sound with no excursions. Figure 4B the Acrylic reactor
was sealed 20 mm ring gaskets of neoprene and Teflon that were adjusted and spaced to seal the reactor vacuum tight
and a good piezo TF geometry.

3.1. Old runs in air with no MS

The examples below, Fig. 5A and B, of the old PTB, from several years ago that were disturbing because they were
observed in both light and heavy RF cavitating water and Cu TFs. This important subject will be found in Section 4.5.
The older initial RF experiments of 2016–2017 contributed to the mastering of this unknown PTB [7] effect that was
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Figure 4. (A) shows the RF circulation system flowing through the two copper coils, blue. One coil removes heat from the DOD in the cavitating
RF reactor the other returns cool water to the RF reactor flow system at a rate 1.02 ml/s. (B) shows a detail of the 2MHZ piezo and the target foil
geometry and spacing ring gaskets that seal and clamp the piezo and target foil.

so prevalent in the collected data. A learning curve where one could build and add more data and become familiar to
something that was quite foreign.

3.2. Two years of PTB work in air using H2O

The RF system with many experiments that show through interpretation the explanation of phantom temperature bursts,
PTB in early RF experiments in H2O. The comparison of light and heavy water was to use light water as a blank. Un-
fortunately, the early light water experiments produced these PTB. This was just a testing system. From the perspective
of a few months earlier it became much clearer. For 2 years it was a struggle having these PTB with all experiments.
The author had two reactors machined for the MS and tritium analysis never knowing the PTB was exactly what the
author was looking for. It was not until 2020 that the author realized it was what we were looking for, but the data was
only good for heat generation. He4 MS measurements for air experiments would be useless.



174 R.S. Stringham / Journal of Condensed Matter Nuclear Science 19 (2021) 167–185

3.3. The Lucite reactor

The new RF reactor was machined by Hans Huber from a 6-inch Acrylic tube, having a 2-inch diameter OD with
quarter-inch walls. A one-inch thick by 3-inch diameter disk top was provided, where all the utility and measuring
pass-throughs were positioned, except for the RF piezo input placed at the tube bottom with the PVDF audio pickup.
A 1/8-inch diameter copper cooling coil of 16 turns was submerged in the static D2O. This coil moved coolant water
at a measured rate of 1± 0.02 ml/s (see Fig. 4A). The purpose was to remove heat, keeping the D2O at a low constant
temperature. Equilibrium was reached after running about 1000 s. The water coolant flows from Cu coil # 1 through
a closed loop to an equivalent second identical copper coil submerged in 3.5-liter coolant water reservoir. The RF
system gathered data using a video camera correlating the many parameters, using the sweep second of the clock to
point out and store any running changes during an experimental process. The RF geometry and methods were very
different from the 50-g polycarbonate circulating D2O liquid system [5].

3.4. How it worked and the PTB

In older developing technology the calculations for the PTB were thought to be the evidence of excess energy in joules
over the ∆(Tout-Tin) and was converted to MeV. We needed to find a correlation between the PTB heat, in MeV, and
the suspected MS measured atoms He4 in ppm. The data can be keyed to the calculated number of Ar atoms in the gas
phase above the surface of the cavitating water. Both Ar and He4 are noble gases and have the same physical properties
and will have the same distribution tendencies such as low solubility in water. The cavitating water will tend to push
Ar and He4 out into the gas phase, Ar, and also helped by their already insoluble characteristics, it will push more of
these atoms into the gas phase of the reactor. The volume of the gas phase becomes an important part of the He4 MS
analysis measured in ppm 50 ml volume. Any He4 that was measured by MS was related the total Ar atoms in the gas
phase of the reactor. Knowing Avogadro’s relationship we calculate the number of Ar atoms gas phase volume and
knowing the measured ppm of He4 it was transferred let us estimate the number of atoms of He4 produced (one must
subtract the ppm He4 impurity in the Ar that pressurized the experiment; it was 0.10 ± 0.02 ppm).

3.5. Figures 5A, 5B, 6A and 6B

The old work shown in Fig. 5A and B was done in an air environment show only the PTB. The power input was
increased through the 2-year data collection period. Initially there was no MS or tritium analyses in the experiments.
Later experiments showed:

A. Old RF test runs in air with no expectation pf measuring He4. A 2 year period was the learning curve for thee
tests, The PTB were initially considered artifacts. All test runs were done H2O and used the 35 s duty cycle. These
are two typical runs. (B) Top curve- A 40 W RF acoustic input in a low mass air reactor within an interrupted cooling
curve. The PTB are random on top of the RF input. Bottom curve- A 40 watt RF acoustic input just like the top curve.
Figure showing the random nature of the PTB. There were dozens of these temperature excursions

For the 1.5 inch diameter Acrylic tubular reactor with RF, cavitating H2Owas the run mode, and the 10Ω resistance
from RFI, was adjusted for with the on-off duty cycle. The reactor clear space above the liquid surface is the confining
space of the of gas phase volume of about 40 and 36 cm3 volumes Ar and He4, that was measured by MS analyses
by Malcolm Fowler at MISI Lab. mailed to him in 50 cm3 Pyrex sampling vessels. This collected gas phase above
the cavitating water that was removed from the reactor within 10 min of turning off the calibration mode at the end of
the experiment. The He4 and Ar were not very soluble in water. The Ar tank of very high purity was measured by the
same MS as the RF samples. The source of He4 in the tank of Ar used in RF runs in the amount of 0.10 ppm must be
subtracted from all the MS measurements.
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Figure 5. (A) and (B) were two examples of the phantom temperature burst, PTB, data showing heat from the cavitation input and the PTB data
added to it.

Figure 5A and B was typical of many RF runs from several years ago with light water and with the random
production of ∆T PTB heating. There was no apparent cause for these events to occur, but they were unique for the
RF systems. The rose color of RF heating reached a steady state ∆T in about 500 s. (In later work with the more
massive and robust machined Lucite reactor the equilibrium time was doubled to about 1000 s.) The ∆T amplitude
for the PTB was significant and easily measured above the RF input. Also, some of the heat from the PTB added heat
continually in H2O systems as shown in Fig. 5A, with a slow rise in ∆T . A steady state will only be found in the
calibration mode.
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Figure 6. (6A). RF #3, 4/26/2018, H2O, 47 min, He4 .484 ppm, TF Cu. 127 µ m thick – MS found 2.356× 10+15 He4 atoms. (6B). RF#4,
5/07/2018-, D2O, 33 min, He4. 0.326 ppm, TF Pd/Ag. 100 µ m thick - 176× 10+14 He4 atoms.

3.6. Figures 6A and 6B

Figure 6A and B was in the vacuum RF reactor that produced the same∆T PTB events. There was no apparent cause
for these events to occur, but they were unique for the RF systems. The rose color of RF heating reached an equilibrium
state ∆T in about 1000 s. It was not unusual for the PTB to equal to the RF input. Also, some of the heat from the
PTB added heat continually in H2O systems as shown in Fig. 6A and produced a slow rise in∆T . A steady state will
only be found in the 60 Ω calibration heater mode.

The later vacuum RF He4 experiments in Fig. 6A and B of the PTB, show the He4 measured by Malcolm Fowler
MS analysis in his lab. Samples of the RF gases sent to Thomas Claytor’s laboratory (HML, in Los Alamos NM) were
examined for tritium. If tritium was present, it was below background.
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3.7. New data with 50-W linear amplifier and MS of He4 collected gases

Figure 6A and B shows two RF recent runs that had the MS measurement for He with light and heavy water with
the random production of ∆T PTB heating. These were both run with the 50-W linear acoustic amplifier and a
PVDF acoustic pick-up. The temperature measured during the 5 s off mode showed a rapid T cooling during the
5 s measurement but not enough to alter the ∆T measurement. The PTB with H2O, Fig. 6A, RF3; H2OCu had a
continuous configuration, where RF4; D2O Pd/Ag had more of a spike PTB, Fig. 6B. If you spread out the first 6
min, it appears quite spiky. We only looked at the big spikes at 7 min into the run and ran for about 250 s. The
cooling curve in the runs tends to conform to regular cooling activity as do Fig. 5A and B where H2O cooling curve
and is reasonable but not complete. The rise in ∆T is assumed for the entire mass of water, where the activity of the
cavitating water was measured at the thermocouple, TC, as coolant exits and enters the copper coil heat exchanger
system, Fig. 4A, in the RF cavitating Ar saturated water (D2O and H2O). While running the∆T was never more than
10oC. It is advantageous to keep the running ∆T less 10oC for two reasons. (1) Running cool at a base of 24oC the
∆10oC is good for cavitation; (2) heat loss through the 1/4-inch Acrylic RF reactor wall was kept to a minimum with
the low ∆T. It was not until this run that the clear viscus liquid was first observed.

3.8. RF water cavitation, Fig. 6A and B, measurements for He4 and tritium

Sample RF#3 H2O Cu TF, in Fig. 6A: The gas pressure Ar was 1.1 atm and temperature 309 K in RF reactor Ar gas
volume of 36 cm3 that was over the cavitating H2O where 50 ml gas volumes sent for MS and tritium measurements.
The ppm of measured He4, 0.363–0.1 = 0.236 ppm will remain the same in the reactor and the sample volume. To
make the conversion simple, find the number of Ar atoms over the cavitating D2O (reactor gas volume of 36 cm3). The
moles of Ar in reactor volume are, 36 cm3/22 400 cm3 (STP)=1.616× 10−2 mol. Correct for T/P = 1.13/1.1= 1.03.
find how many Ar atoms in the gas phase volume of reactor. 1.03∗×1.616×10−2×6.0226×10+23 = 9.976×10+21 Ar
atoms. And MS measured 0.263 6×10−6 × He4 atoms and then multiply by the number of Ar atoms, 9.976×10+21,
yields the number of He4 atoms 2.356×10+15 atoms. For the 2820 s run energy in joules = 4800 J convert to eV
=36× 10+22 eV and eV/He4 atom is 2.356×10+15/(36× 10+22) = He4/eV = 7.86×10+6 MeV/He4.

Sample RF#4 D2O Pd/Ag TF in Fig. 6B: Measurements for 4He was 0.484 ppm where 0.10 ppm was subtracted
leaving 0.384 ppm MS measurement produced on the surface of Pd/Ag target foil. Whether any He4 was left in
the TF is unknown (pp). To make the conversion simple, we find the number of Ar atoms over the cavitating D2O
(reactor gas volume of 40 cm3). The moles of Ar in reactor volume are, 40 cm3/22400 cm3 (STP)= 1.796× 10−3.
Correct for T/P = 1.13/1.1= 1.03. To find how many Ar atoms are in the gas phase of reactor: 1.03× 1.796×10−3×

6.0226× 10+23 = 1.016×10+21 Ar atoms, therefore at 0.3846×10−6 ×1.016×10+21 = 4.25+14 He4 atoms. The
energy in joules = 1500. Convert to eV =9.366×10+21 eV and eV/He4 atom is 9.366×10+21/(4.25+14) ev/He4
atoms =2.206×10+7 eV/He4 atom.

3.9. The results of the MS He4 measurements

The error in these He4 measurements is estimated at ± 60% that results from the complex nature of the gas handling
process and the MS measurement itself of ± 10%. The process at the reactor end and the MS end coupled with
the discovery of new developments of parallel processes going on were such that I did not realize the problem at
the time, and were resolved later. It was months after stopping RF runs that the picture began to emerge as to what
was going on. A clear viscous material was forming in the reactor that was present in the debris of the experiment
and it gradually became clear. When this material dried it became clear brittle film like Acrylic. The new reactor
and the new 50 W and high-powered Linear Amplifier from HD Communications replaced the older 20- and 40-W
Linear Amplifiers. The new system was actively dissolving and digesting the inside surface of the Acrylic RF reactor.
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Fragments from the polymer (CH2, CH2O, —) were showing up in the MS SRS RGA-100, 1-100 amu mass spectrum
of Malcom’s measurements [9] and points to how successful the analyses were. This does not change the RF reactor
He4 measurements, but it removes the argument of an air leak somewhere. However, it introduces is a possible source
of He4 in the surface material cleaned from the reactor. But it was calculated and found to be no problem at less than
1% of 0.010 ppm.

The final step in the measurement of He4 was after the traps and filters MS flow of atoms of the species of least
column residence time would be He3 and He4 moving in the packed columns at LN temperatures. The first atoms
through, the fastest atoms, would be He3 then He4. These atoms would have the least residence time through getters
in the column which remove protons and their isomers. These were directed to an Alcatel ASM-110 Leak Detector,
with a sensor that was monitored by TDS-744A digital scope. This short retention time would be the proof of the atom
species [8].

4. Impulse a Change in Momentum

4.1. Compare to known He4 producing system (muon)

It is important to compare the SW system to a He4 producing muon system [9]. The SW system squeezes the MC
deuterons when the first free electron combines with deuteron forming D* atom that combines with a D+ in the debris
of the MC forming the alpha. In the comparison at the atomic scale of the MC and the muon impulse, IMC and Iµ−,
where the MC SW rate, in the MC, is 1.67×10−15s−1 that produces one helium atom and the muon system produces
a hydrogen atom (see Fig. 6A and B). The production of He4 in along muon paths can be at rates slower than the half
life of the muon, 2.2×10−6 s. The Isw and Iµ are very different in space time. That will be discussed in a future paper.

4.2. The mechanics are treated as atomic level SW and muon impulses

The impulse, ∆P , the change in momentum over a short time period were compared, ISW and Iµ. When using the
term µ it refers to µ −. The two systems that produce He4, one being an SW with D+ the other being µ with D2 have
rates that differ by 10−9 s−1. The impulse experiments are measured in kg m/s (mv). ∆P = I = F∆t ∼ md/t. The
impulse rate of 106 s−1 is almost the same size as its half-life but still produces He4 and is compared to SW rate of
1.6×10−15 s−1. The He4 SW production looks like it might be a good path choice for alpha production. Another path
choice is the Lawandy’s image attractive force between like charges applied to deuterons [10].

4.3. The impulse (explosion and implosion) (also bottom page 2). Fig. 6B #4RF D2O

Table 1. The impulse.

I (impulse Mass (kg) Energy (eV) d (m) Time
period

Impulse
(kg× m/s)

Log time
period (s)

Isw 6.68×10−27 15.5 5×10−11 6×10−15 0.207 –14.22

Iµ 6.87×10−27 24×10+6 5×10−11 10−6 0.0033 –6.00

4.4. Rates and time period are reciprocal

The first order rates for various paths that relate to Isw and Iµ systems and produce products might be as slow as the
2.2×10−6 s half-life of the muon. For the first order reaction rates used here the reaction rate is 1/time period. The



R.S. Stringham / Journal of Condensed Matter Nuclear Science 19 (2021) 167–185 179

time period for the Isw is 6×10−15 s and is associated with the time of one revolution of an electron around the D atom
[1]. The time period for the Iµ is 10−6 s and is associated with the time of the slowest muon system that produces a
helium atom [9]. It produces He, and compared to the Isw system that was 6×10−15s. it is 10+9 slower.

5. Discussion

This discussion is about FCC surfaces of TF Pd, Ag, Ni, Cu that have ejecta that include alpha production.

5.1. Temperature measurements need a duty cycle

The RF produced an environment that makes it impossible to take TC measurements during running conditions of RF
experiments. So, an off–on duty cycle was installed for all measurements for the running and calibration modes, and
this makes it possible to make thermocouple measurements during the 5 s off period for each 35 s cycle.

During the 5 s off period the system goes into a cooling curve where the rate of cooling is at a maximum. There are
a number of temperature points measured so the first points in the 5 s off mode best represent the ∆T of the cooling
mode maximum temperature for that data point. In the heat equilibrium of the running mode and steady state of the
calibration mode every data point represents a slight saw tooth path over the total a thirty-minute run. This makes the
temperature read a bit lower than reality and has little effect on the systems data collection.

5.2. The average free electron velocity at 10 K

From plasma physics the average free electron v ∼ 6×10+5m/s. (8 kT/(π m)).5 m/s. This indicates that there is no
potential problem with free electrons at 10 K are far from interference by relativity effects of impulse measurements
due to high velocities involved in the produced impulse momentum measurement and calculations [6].

5.3. The more recent MS measurements show H2O cavitation produces He4

Showing that H2O in the identical system was planned as standard and not as an active He4 producer. It was using
H2O starting in 2017 that the anomalous PTB were noticed and were common to the point of being ignored and a
nuisance. The author learned to live with it unexplained and the author was looking for He4 from the D2O system. The
first years of work showed a constant presence of the PTBs. These events were never reproducible and sometimes long
duration, or as short as a minute, and variable amplitudes (several times the input ∆T ). But the PTB also showed up
in the more sophisticated experiments, under vacuum conditions, where low amounts of He4 could be measured as a
product. Such as runs like RF#3 Cu H2O and RF#4 Pd/Ag D2O where He4 was measured. This forced a reevaluation
of a mindset that the old the data, ∼100 runs, that were produced for several years as practice in air in water systems
were not artifacts but a real ∆T . Where the systems were not limited bosonic systems but were more general and
included fermion and mixed systems as well. Everything now must include the three hydrogen isotopes. The only
element that possess this violent space change in the transformation from the ion to its atom. The main line will follow
D+ activity but also should be adapted to H+ and T+. For instance, the MC of H+ could produce D∗ and the MC of
T+ could produce T++ H2O→ alpha + HO+. T+ has not been found above background in the measurements from
Claytor’s HMT lab.

5.4. SEM measured crater at TF power cut-off

A cavitation produced crater is a single event that is near the smallest produced and in the size spectrum of produced
in the spectrum of craters, as suggested from a number of SEM photos. There is not much evidence of smaller craters
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Figure 7. Shows some interesting target foils exposed to cavitation and their standing wave surface patterns that were captured during the cavitation
process. Some intensities and small craters were from too long or energetic exposures. The photos to the left were at 20 kHz exposed for 20 h. Two
foils upper right at 46 kHz and lower left was exposed at 1.6 MHz. All TFs were about100 µm thick.

and the author speculate they are the result of damaged craters from earlier events. There was a continuous turnover in
the active TF surface. The TF surface is reworked with each cycle. At high frequencies such as 2000 kHz, small 50-nm
radius craters are evolving at a steady rate during the cavitation process. New craters are continually replacing the old.
SEM photos reveal the last generation of the crater production. The TF surface continues to evolve until the power is
turned off. Some smaller cavities are from damaged craters from earlier impacts were found. The SEM of removed
TF from cavitation exposure shows the latest version TF crater surface that is frozen and can be studied further when
the instrumentation is available. There are a hundred of these foils in storage.

5.5. Cavitation damage to TF surfaces from 20 kHz to 2 MHz and their standing wave patterns

Figure 7 shows the colorful exposed TF of the past that were made at 46 kHz D2O cavitation exposure in 1995 of both
types of lattice [15], FCC and BCC. The coloration in FCC TFs was not as gaudy and the lattice damage was more
severe, as shown on the far right. Note the clarity of the detail in the Ti foil. The standing wave is about 2 mm those
pointed to a 2 MHz resonance system for future experiments. The gap distance between the piezo and TF. The input
frequency should be about 1/4 wavelength of the resonance of Ti TF.

The RF D2O Pd/6%Ag experiment shows a purple reddish exposed surface that produced 4×10+14 atoms of He4
in 250 s, 6 W.
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The cavitation damage to the TF surface is reduced by increasing the cavitation frequency but keeping the bubble
collapsing mechanisms and densities the same in the small bubble systems.

5.6. Temperature and the first D∗ or H∗ atom

There is some uncertainty in the of a cooling hydrogen plasma when the first D∗, Deuterium atom, appears. In the
timeframe of 50 fs and a temperature of 5000 K cooling to ∼ 2500 K a D+ will pick up a free electron becoming D∗

atom (D++ e− → D* + SW). In this process that occurs in the MC there is a very rapid change in volume ∼ 10+7

times in a time period of 6×10−15 s and an SW. The uncertainty of the event’s occurrence in the MC during its 50-fs
duration must adjust to the cooling temperatures for the first and only D∗ atom formation. This was the production of
the alpha product. The temperature of formation of D∗ is not critical but leads to SW and the complete destruction of
the MC in the spherical electron squeeze. The pure astronomical H at 7000 K and H+ at 10,000 K and as it cools to
7000 K is 100% H+ and 2800 K 100% H∗. These temperatures are easily changed to fit. As the timeframe shrinks
to 50 fs and a very few particles, 100 or less, there was a 50% chance it will happen by temperature adjustment. And
in an Ar gas environment temperature can be adjusted to meet the requirements of the SW production as collisions
with Ar atoms reduces the temperature used in RF experiments where at 2800 K the hydrogen is normally 100% H∗

[12,13]. But in the time frame 50 fs the temperatures were adjusted to fit. The system goes from 100% protons to
100% hydrogen atoms by just altering the temperature environment in 50 fs timeframe.

During the MC 50 fs cooling period the single event of a free electron in the MC of deuterons manages to complete
the capture and formation of a D∗ atom (a D+ capturing an e-) producing a SW and an alpha that scatters the MC
debris ( α, D+, DOOD, DO+, —) in and on the FCC TF, surface. In the BCC the debris was the same (D+, DOOD,
DO+, —) except there was no alpha [14].

5.7. The difference TF lattices (BCC and FCC)

An earlier paper showed in SEM photos that in TFs without ejecta sites, the MS measurements of He4 showed it was
locked in the TF lattice of Ti, a BCC lattice [14]. The TFs showing ejecta sites were of another lattice configuration,
two Pd samples, were FCC Pd TF. These two samples showed many ejecta sites and surface damage in their SEM
photos where He4 was measured in the gas phase, but not in the lattice of melted target foils. This was consistent with
the observations of all FCC TF from several years of experiments.

5.8. Old SEM photos of MHz cavitation of FCC TF show 50 nm craters

The left-hand side of Fig. 8 shows an SEM photo of an exposed target foil during experiments at Claytor’s laboratory
in Dec. 2016 showing results from a small 50 g cavitation reactor that was oscillator driven at 1600 MHz. Ar saturated
D2O was circulated at 1 cm3/s Most of the experiments were the calorimetry measurements that were difficult to
reduce. But this SEM data fits new experiments done at 2 MHz [8]. SEM photo by Yuval Avniel

5.9. Volume change

It is helpful to describe the deuterium system and applying what is described for the other hydrogen isotopes. They all
have a tremendous dV /dt values, change in volume, when their ions combine with the free electrons. All produce an
explosive increase in volume and was their mode for MC destruction and ejection of He4 from the FCC lattice. There
is more information in [5] about Ti TF. There were no ejecta sites observed in SEM photos of Ti BCC TF and their
debris from their cavitation environment was from TiOx micro tubes. The BCC TF active surfaces were covered with
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Figure 8. An SEM of a Pd TF exposed to 1.6 MHz and its interpretation. One can see the cavitation damage to the FCC lattice due to this exposure.

TiOx in the form of fragile fragments of 1 µ m tubes that produce the exotic colored surface standing wave patterns.
The debris of these is formed and what the SEM shows is the what was formed in the last cycle of kilohertz systems
as power is removed (see Fig. 8).

6. Summary

Not until the temperature drops to a suggested value of∼2500 K will D∗ form, producing an SW capable of producing
an alpha. In Ar gas saturated D2O RF experiments using FCC TF these conditions were expected to produce He4. In
Ar gas saturated H2O RF experiments were expected to produce no He4. And that was to a bases of comparison, and
that is where the situation rests for the present. Of course, there was some D in the water used and maybe enough
to produce the He4 measured. The RF system is a non-obvious extension of Sonofusion, where a replacement of
the oscillator with an RF liner amplifier of an input of 2 MHz piezo that functions as an antenna. It was tuned to a
minimum RF reflection (Pref), power reflected, and a maximum admittance (Pfwd), with a standing wave ratio (SWR)
of 1+ (Pref /Pfwd)0.5/(1- (Pref /Pfwd)0.5) close to 1.00, where 1.00 indicates 100% signal transmitted. The object was
to tune the SWR value close as possible to a value of 1.00. The standing wave often produces exotic colored patterns
on TF standing wave surfaces [15] (Fig. 8).

The Acrylic reactor consisted of a 2-inch diameter tube with 0.5-inch wall and with placement for several spacing
and sealing gasket adjusting the geometry of the PZT 20 mm disk piezo and TF at the bottom of the Acrylic 2-inch
tube (Fig. 3). The tube extended up to 3/4 inch thick and 3 inch in diameter plate with an O-ring seal to a 1inch thick
and 3-inch diameter utility ring that contained all the utility inputs and outputs. (temperature, pressure, heater, gases,
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vacuum, sample vessels, etc.). To capture the experimental data the focus was on the center panel, a clock with a sweep
second and all the critical measuring devices and gauges were captured in real time with an iPhone. The data can be
graphed and examined after the experiment with no time limit.

A comparison was made between SW and muon systems primarily because muon fusion works. The important
parameter to follow was the impulse and its rate. The impulse,∆P , the change in momentum over a short time period
were compared, ISW and Iµ . A fast Isw and a slow Iµ. Iµ is 10−8 times slower and was known to produce He4.
When using the term µ it refers to µ − that was 207 times more massive and the same charge as the negatively charged
electron. The two systems that produce He4, one being an SW with D++ e− → D∗ D++ SW→ α++ heat. The other
being µ with D2 + µ− → ddµ−+ e− → α++ heat and a series of small shockwaves. The impulse experiments are
measured kg m/s (mv/s). ∆P = I = F∆t ∼ md/t, mass × distance/time. See Table 1

The distance, d, in meters e− travels was a very short, D++ e− → D∗ in MC producing (Isw) and the distance µ−

travels is longer, the radius of molecule D2. Where D2 + µ− → ddµ + e− → α+. The Isw was gaining an electron
fast and the Iµ was losing an electron slow. It was so slow that the Iµ was less than Isw. It would seem that the very
fast rate of the SW system that produces MS measured He4 compares favorably to the example of the chosen muon
system, a very slow rate system, that also produces He4. The ddµ − molecule has the small size of about 500 fm [16].

At 10 K the average free velocity was about 4× 10+5 m/s. (3kT/kg))0.5 m/s. In the MC model its central deuteron
charge was degrading as it cooled during the 50 fs time frame. There was little activity except the mobile electron
squeeze. As the system cooled the probability of an MC deuteron capturing an electron increases. And when this
occurs one alpha was produced. The MC was destroyed, and TF crater debris was ejected along with one alpha. It
picked up electrons, and the He4 preferred the Ar gas phase over the reactor’s cavitating D2O. A 50 ml Pyrex blub
filed was quickly filled with Ar gas containing the produced helium and was sent to Claytor’s laboratory for analyses.

Calorimetry of very small amounts of heat generated, a few tenths of a Kelvin, is not convincing to someone who
is a skeptic about a process. It is easy to say many of the calorimetric measurements fall into an error zone and are
not robust enough for as stand-alone evidence for the world sceptic. The addition measured He4 makes for a more
convincing argument for the process.

Hydrogen and its isotope ion radii, the only element that loses one electron to collapse its volume shrinks 10−7

times its D∗ value. The muon’s path as it replaces an electron with µ− it shrinks to a volume of about 3× 10−7 times
smaller. This scale of volume change only belongs to the hydrogen isotopes and no other elements. The D+ expansion
is fast, 6× 10−15 s and is an explosion and leads to an SW and α. On the other hand, the muon caused implosion leads
to a He4 atom. It is important to compare a µ− system that was known to produce helium using muons and D atoms
[9]. Compare that to the SW system that squeezes the MC deuterons. As the MC cools, the first and only free electron
combines with deuteron forming D* atom. Where D∗ combines with an electron in the MC and the SW destroys it
within the debris was the alpha. In the comparison at the atomic scale of the MC and the muon impulse IMC and
Iµ−, where the µ−’s rate is × 10+6 s−1 that produces a chain He4 atoms and the MC SW rate, in the MC, is 1.67×
10+15s−1 that produces one He4 atom. And ISW has a 60 times larger impulse because of its comparative high rate.

There is good data in an Ar gas environment. The temperature collisions between deuterons Ar atoms reduces the
temperature system used in RF experiments that are about 3000 K the hydrogen is 100% D+ and in the time frame of
50 fs the probability is 50% that D++ e− → D∗ initiating D++ D∗ → α. Evaluating the three hydrogen isomers we
have used D to generalize what has been discovered to help understand the H atom system. And for the tritium the
measurement there was nothing above background. The positive MS He4 results for both H and D isotopes in their RF
runs shows that more information is needed for the hydrogen atom as the logical product would be D2 not He4. The
RF experiments used more water, 80 g, of H2O at 0.016% D is more than enough 3×10+19 D atoms in 80 g water
more than enough to make 10+19 He4.

At 10 K the average free velocity was about 4× 10+5 m/s. (3kT/kg))0.5 m/s. In the MC model its central deuteron
charge was degrading as it cooled during the 50 fs time frame. There was little activity except the mobile electron
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squeeze. As the system cooled the probability of an MC deuteron capturing an electron increases. And when this
occurs one alpha was produced. The MC was destroyed, and TF crater debris was ejected along with one alpha. It
picked up electrons, and the He4 preferred the Ar gas phase over the reactor’s cavitating D2O. A 50 ml Pyrex bulb
filed with Ar gas containing the produced helium was sent to Claytor’s laboratory for analyses.

Hydrogen and its isotope ion radii, the only element that loses one electron to collapse its volume shrinks 10−7

times its D∗ value. The muon’s path as it replaces an electron with µ− it shrinks to a volume of about 3×10−7 times
smaller. This scale of volume change is about the same for all the hydrogen isotopes. The D+ expansion is fast,
6×10−15 s and is an explosion and leads to a SW and α. The other an implosion leads to µ−α. It is important to
compare a µ− system that was known to produce helium using muons and D atoms [9]. Compare that to the SW
system that squeezes the MC deuterons. As the MC cools the first free electron combines with deuteron forming D∗

atom. Where D∗ combines with an MC D+ in the debris of the destroyed MC forming the alpha. In the comparison at
the atomic scale of the MC and the muon impulse IMC and Iµ−, where the µ−’s rate is 10+6 s−1 that produces He4
atoms and the MC SW rate, in the MC, is 1.67×10+15s−1 that produces one He4 atom and it is finished. And ISW has
a 60 times larger impulse; lower energy but a higher rate.

Ar gas environment was a good environment for the RF experiments as the temperature collisions between
deuterons and Ar atoms reduces the temperature system used in RF experiments that are about 3000 K the hydro-
gen is 100% D+. What was good for H system is good for the D system. In the time frame of 50 fs the probability
is 50% that D++ e− → D∗ initiating D++ D∗ → α. Evaluating the three hydrogen isomers we have used D and H
interchangeably to generalize what has been discovered to help understand the H atom system. We point out the H2O
used in RF3 H2O Cu run, Fig. 6A, had more than enough D to make He4 that was measured by its MS analysis. The
tritium measurement there was nothing above background yet. The positive MS He4 results for both H and D isotopes
in their RF runs shows that more information is needed for the hydrogen atom as the logical product would be D2 not
He4. The RF experiments used more water, 80 g, of H2O at 0.016% D is more than enough 3× 10+19 D atoms to
produce 10+15 He4 atoms.

7. Conclusions

Reactor gases free from air that contains helium were analyzed by an MS instrument built for He4 analysis. He4 was
found in two runs, but there were issues that troubled the MS analyses. These issues have been resolved here and
the results are better than expected. The use of impulse, I, applied to a comparison of an Isw and a muon fusion Iµ,
that has a very slow path to helium production, shows that an RF Isw path to He4 should not be considered unusual.
The RF cavitation system gave more flexibility to running our experiments and adds more knowledge to the cavitation
processes that have different lattice arrangements for storing helium or ejecting it. Finding helium was a confirmation
that higher frequencies, 2 MHz, maintain the energy density to produce helium as was shown in a 46 kHz system [14].
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Radio frequency He4 and sonoluminescence photons are combined
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Abstract

Two systems are presented in this paper: 1) describes the Radio Frequency, RF, reactor that produces alphas and 2) the polycarbonate
reactor that produced sonoluminescence, SL or gammas several years earlier. During experiments, dV/dt rapid changes were noted
in volumes of proton and deuteron capturing an electron as the initial temperature cools. This is a very basic event at the atomic
level. The D+ + e−D* will produce a shockwave that is only compressive for the elemental hydrogen isotopes. The shock wave
that destroys the MC cluster of deuterons in a squeezing process, ends with an explosion that excites the MC debris. An excited
state occurs where a free MC deuteron combines with the D*forming an alpha as part of the debris system for that cycle. He4 was
collected in the Ar gas phase for a mass spectroscopy analysis, MS. Only the 3 hydrogen isotopes have the potential of the large
dV/dt compression.
Old measurements of the sonoluminescence (SL) photons emitted during DOD cavitation fits RF experiments, and it was never
thought He4 might be associated with SL. But a closer look makes a case that SL and gamma photons were the same. The RF
system during DOD cavitation could be associated with the improbable equation 2D He4 + g. The measured SL fits the RF He4
MS measurements. The advantage of the RF amplifier driven system was its freedom of a locked frequency of the oscillator driven
systems and can be frequency tuned while running. The system could be tuned off for 5 s temperature measurement in the 30 s run
mode, thus avoiding the high RF field interference to thermocouple measurements. This SW system was impressed with Lawandy’s
like charge attractive forces system that was compatible with MC SW system making the experiments that yield other He4 paths.
These were single events of a few atoms, with high activity electrons for a short time, during a 2-MHz cycle.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Radio frequency, cavitation, image forces, electrons, deuterons, femtoseconds, target foils, He4 MS, and
sonoluminescence

1. Introduction

The production of He over the years of cavitation efforts was always observed. It was a less controversial signature of
a nuclear event than heat is. The cavitation process occurs primarily in DOD with an attempt to keep temperatures low
throw circulation into heat sinks. In the beginning at a frequency of 20kHz and a 16 L water cooling system, results
showed tremendous damage to the metal target foils, TF 50 × 50 × 0.1mm, as shown in SEM photos [1]. These were
followed by increases in frequency to 46 kHz, 0.625 MHz, 1.6MHz, and 2 MHz as shown in Fig. 1.

∗rogersstringham@gmail.com
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Figure 1. A collection of cavitation experiments that are quite varied seem to fit a predictable sequence going from low frequency to high. I have
not found support for this but the numbers look promising. Another paper described the missing link between high and low frequency at about 100
kHz [2]. This paper suggests that one is entering a new energy response as one progresses into the higher frequencies.

The activity of the adiabatic bubble collapse distribution changes from what appears to be a continuous distribution
through the cycle to a zone of less to no activity at the end of the cycle. There was not enough pulse energy to carry the
higher frequency to the end of its period or wavelength. As the frequency increases, there was a smoothly increasing
transformation to no bubble activity. In Fig. 1, it appears that above 100kHz one might expect to see this process to be
noticeable [3].

The high dr/dt powers the unique shockwave that influences the production of He4. It has the potential (rD*-
rD+)/(1.6E-15)m/s which gives a potential velocity approaching the speed of light. The RF cavitation system gives
more freedom for gathering information about the effects frequency and energy in Sonochemistry, as well as the
enhancement of paths using images of like charge attractive forces of N. Lawandy [4].
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2. A probable path to He4

2.1. What is the RF shock wave, SW, system.

The RF cavitation system uses a target foil 18 × 5 × 0.1mm with 2 surfaces that are active. The activities that are
examined are at the atom level and over a period of 50 fs, so the electrons are the particles with movement. Looking
at a few atoms in a target foil just implanted with electrons then deuterons, the process heats a few lattice atoms to
gas phase temperatures ∼5000K where a short-lived charge separated MC of small size with its few deuterons was
anchored to one of several surface points between TF atoms, which are basically static due to the fs time frame. The
driving force to neutralization was in the initial charge separation, guided by the jet higher velocity plasma electrons
[5]. The focused movement of electrons to MC squeezed its deuterons and the heat sink of TF atoms removed heat via
Cu cooling coils. The MC deuterons in a cooling environment were able to capture an electron in the fs timeframe,
thus becoming the D* atom. This event destroyed the MC with its SW and from the debris the D+ + e− à D* combined
an MC debris deuteron to form an He4 + g. The g was the SL and supplies the energy balance D*-D+ He4 + g [5].
This powerful SW creates an explosion, expanding D+ to D* in a time period of 6E-15 seconds with a tremendous
impulse. This same methodology can be transferred to the proton system in the same time frame.

2.2. A series of three figures illustrating the path to alpha

Figure 2 shows 2-MHz input as it produces in one cycle a small bubble, Ri, that starts a rapid expansion in the low
pressure in cavitating DOD, Ro, and continues picking more mass reaching and in an adiabatic collapse of the partial
vacuum that ends in a burst of photons, SL, and plasma of dissociated DOD. The SL radiation was measured, Fig. 6a
and b, and can account for the energy balance in 2E He4 + g. The jet plasma first implant electrons into the TF lattice
surface producing many hot spots around 10K for the following deuterons that form small clusters of 2 to100 ions,
MCs.

Figure 2 shows the RF cavitation at 2 MHz where adiabatic collapse of a growing bubble from Ri to Ro accumulates
DOD mass though its expanding bubble interface reaches Ro, the bubble was still a partial vacuum, at the red line
reaches an instability and implodes into plasma jet and SL at Rf. In the upper left, the SL pulse was short as measured
in Fig. 5a and b, see Fig. 3. In the lower right shows complete activity in the yellow spheres of the TF where the jet
plasma was implanted into the TF lattice forming MC s of D+ clusters. First, the fast and small electrons and deuterons
exist together. The temperatures were too high for any combination forming D*. Some electrons were stripped the
lattice adding to mobile electron fields and focused on the deuterons, in the MC, blue spheres, as the system cools.

This surface activity strips more electrons from TF, light blue fields, adding more free electrons to a 50 fs charged
system. The MCs are very small and are lost interstitially in space between TF surface atoms. These MCs are shown
as two blue dots, shown much bigger in scale, and too hot for recombination with electrons.

2.3. Sonoluminescence, SL, related to He production, photon emission

The number of photons measured by the MPPC indicates the clumping of SL photons caused by the adiabatic bubble
collapse. An event for a 0.625 MHz that was over in less 0.1l. The pulsing SL photons indicated their energetic events
were produce by collapsing cavitation bubbles. The activity in the bubble that was located in the MPPC measured
photons also includes the He4 production. The pressure increase can no longer resist a momentum movement in the
opposite direction initiating the adiabatic collapse in the partial vacuum of the bubble. The energy and deuterons
produced was in plasma jet where some will reach the TF, yellow sphere. Transferring electrons to the lattice surface
it will add deuterons that will form clusters, MC small blue circles too hot for a deuteron to capture an electron. The
electric fields, EF light blue, were in motion in the lattice in the 2500K cooling environment.
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Figure 2. The short period of bubble activity and the implanting of the TF deuteron filled MC and the only movement of electrons in the 50 fs
timeframe drive to neutrality and He4.

2.4. Shockwave, SW, destruction of the MC during He4 production

The rapid dV/dt SW produced by an electron capture by MC deuteron that was cooling to 2500K and the probability
that one of the MC’s deuterons will capture and electron during the 50 fs timeframe increased in size E+109 times in
6E+15 s exploding debris that contained alphas. In the debris was an alpha, He4 atom. If the TF was a BCC lattice it
would be in the gas phase over Ar saturated water [6]. The low solubility of Ar and He4 along with cavitation pushed
most of the product onto the gas phase. The number of Ar atoms in the gas phase was determined by Malcom Fower
of AIM lab, along with a sophisticated MS analyses to determine the number of He4 atoms produced in a particular
experiment.

2.5. The MPPC measured photon SL emission, the photon reactor

Figure 5a–c that was SL data gathered several years earlier has been connected to RF experiments to account for the
missing energy of 2D He4 + g. The high energy g can be related to down-graded photons measured in Fig. 5a. These
g could not be measured during RF experiments as they need absolute darkness to be measured. The photon as SL
and measured by MPPC are couple to input cavitation frequency as shown in Figs. 3 and 4. It shows a 0.625-MHz
frequency in a DOD cavitating system that was 1/3 the RF frequency, but that should not make much difference. When
looking for sonoluminescence (Fig. 5b), SL used a cylindrical PZT piezo driver by a frequency generator in a D2O
cavitation system in photon black felt multiply lined dark box, a l6-inch cube of dark space. The SL source, which
as ∼12 mm, was used as a point source, and placed 4, 8, and 16 inches from the MPPC photon volt output for many
measurements. The changes in geometry followed the optical laws where intensity changes as 1/the square of the
distance. The data was shown as pulses coupled to the frequency with an activity time of about 6% of the period.
Which in this case was 1600 nm. In Fig. 6c, the circulating D2O kept the temperature a few degrees above ambient
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Figure 3. Other related TF activity during the time of the SL pulse in red and is the sum of all SL photons during the 1 SL pulse or cycle.
Everything that happens in the TF where the timeline 50 fs of accumulation event during one cycle produces ∼ E+9 photons per event with many
events measured in Fig. 5a. The MPPC sensitivity range 300 to 900 nm so it was unknown what was missed. The SL pulse about a fraction of a
cycle period of degraded gamma photons reaching the MCCP sensors. In the cutoff UV photons were not counted. During the time SL was produced
the lattice activity includes the mobile electric fields, EF, and the production of MC, blue dots. This environment is a good fit to fusion mechanism
that N. Lawandy’s paper described as the image forces between like charges and were enough to fuse D atoms. See Fig. 8.Figures 6a and b show
more information about the RF reactor.

(24◦C). Typical data is shown in Fig. 6a, the l in nm versus the voltage output from the MPPC, that was related
to the number of photons emitted to from that peak during a time period. This SL and the source of these photons
was speculated to be related to the production of He atoms, where the energy of the gamma was carried off with the
degraded SL photons. See equation for alpha production, 2D a + ga very unlikely fusion equation. The energy of the
gamma was disbursed as SL photons related to Fig. 2, 2, and 6b as there was a burst of photons 6c, related to PTB at a
frequency output coupled to the piezo power input [3].

The most important finding was He4 measurement by mass spectrum analyses on several occasions from cavitating
water systems both HOH and DOD, and their fit with SL measurements in 2010. The largest power output was 6 watts
for 250 s from an RF system with a Pd/6%Ag TF with an active volume of 5 × (18−10) × 0.1mm3 in DOD producing
4.25E+14 He4 atoms. This is what you get when put 30 years of cavitation experiments together. There was a 6-year
separation between SL and SW experiments. SL has been a physics mystery and explanations for their presence as
perhaps hot spots fits [7]. The evidence now shows that SL photons that were a stand-alone phenomenon now are
associated with producing helium and its g but the He were in amounts too small for general MS measurements.

2.6. Pd wire experiment, measuring SL photons

Figure 5a and b is a more detailed look at SL. The equation D + T He4 + n + g was similar to 2D He4 + g [5] ordinarily
and has no neutrons and has a low probability except it does fit the data with a little stretch. This shows a collection of
photons numbering ∼E+9, all initiated from the wire during the active part of the cavitation cycle. See the red pulse
in Figs. 2 and 3. The SL photons emission measurement via MPPC occupy less than ∼6% of the period of the input
cavitation cycle. The photon occurs in a very fast event, E-11 s, and are of a mystery source at this point [7]. There
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Figure 4. Figure 4 shows the MC with a few ions and an electron. The charge attraction is strong, but it is too hot, and the system must cool in
its 50 fs widow. The first deuteron capture of an electron initiates the rapid volume growth, D+ + e− to D* that destroys the MC and where D*
combines with a debris D+ producing an a+ ion. The ratio of radius cubed volumes goes from 1 to 109 in 1014 seconds and produces the SW.
Breaking system down to a few particles shows paths to unique events. All parameters should be viewed loosely for best fits.

may be as many as E+9 photons average in each burst, see Figs. 3 and 5a. This would be a solid resolution to the SL
mystery as the missing energy.

In 2011, a series of experiments were finished using the cylindrical PZT piezo with a 40 gauge and 35 mm in
length of Pd wire (only 12 mm were active) from MWS wire industries. The wire was exposed to DOD cavitation in
the dark and at some distance MPPC 100 was in-place to measure photons in the range of 300–900 nm wavelength.
The purpose was to produce sonoluminescence, SL, photons. About 10 + experiments and the data measurements
were printed. I would like to do a simple experiment, a comparative analysis of that exposed wire and compare it to the
next segment an unexposed wire. Look for element surface changes, He4 and isotope changes. Pd is an FCC lattice so
I would not expect to find He4 except as TF lattice background He4 .

3. Differences between structures of target foils

When TFs were exposed cavitation inputs, their lattice structure respond differently depending on their crystal types.

3.1. The cavitating AF system in the MC in BCC and FCC, and their debris

The MC operates as a spherically squeezed piston. The AF that takes place in the MC before it terminates in a 50 fs
timeframe. During this time the configuration was shown in Fig. 8, where AF was a possible producer of alphas. The
debris from MC reverts back to the starting material and steady state of D2, O2, DOOD, and D2O was present only
in the FCC system. The BCC TF lattices from limited studies indicate all a remain in their associated TF lattice [6].
A parallel mechanism for the HOH RF system also exists. The debris was pushed out from the center of cavitation,
self-cleaning [11].

Only those TF that produce craters will show MS measurements producing that migrates to the Ar gas phase. On
the other hand, the Ti and also Zr, Hf, Va —TFs that normally do not produce craters—were BCC lattice structures
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Figure 5. Figure 5a. 1 of 20 experiments showing the output from MPPC (SiPM) 100U, Hamamatsu generously donated, in a geometry of MPPC
spot on the surface of an 8-inch radius sphere, and a small 50 mm Pd wire polycarbonate reactor shown in Fig. 5b. The circulation of DOD
pressurized with Ar and driven with a cavitation input power of 16 Watts. The data collected by MPPC output of 140 millivolts average in Blue, and
the piezo input was 16 Watts in red. The period in nano seconds was 1600 and the frequency was 0.625 MHz. The highly resolved SL data looks
like a gamma spectra and SL photons that were downgraded gammas. Figure5b shows a polycarbonate reactor for measuring the gammas emitted
through the PZT piezo cylinder, 17 mm, 12mm OD, and 5 mm ID. This was about a 7mm thickness of PZT plus 10 mm of polycarbonate for the
gammas to pass through. The gammas were degraded to the SL photons that are shown as highly resolved peaks coupled to the piezo frequency,
0.625 MHz, in Fig. 5a. From Fig. 2 and 3 the activity was no more than 6% and after, the time rest mode. In figure 6c the green arrow indicates the
DOD that was circulated through the piezo at was in contact with the Pd wire, at ∼0.55ml/sec, for 0.84 seconds. Volume of DOD in the piezo was
0.462 cm3 and a flow rate of 2ml/s. The cavitation temperature was kept constant at about ambient. The polycarbonate containment dark box easily
handled the 16-inch radius system.

and the alpha product remains within the TF lattice [6] either on the surface or deeper for the Ti BCC TF. The Ti
TF also produce 1µ TiOx tubes shown in SEM TF surface photos [9]. The electrons are where the activity was, and
the two systems, AF and SW, may work together focused on the MC to produce electromagnetic fields squeezing the
of MC contents tangent to the MC spherical surface as the electrons move to the center of the positive charge. The
distance between deuterons was managed by a spherical squeezing geometry. And this happens when applying the
Lawandy’s AF to the MC system. There can be several of these like charge attractive force systems working at the
same time. One can see that both the SW (shockwave) propagation and the attractive force of like charge particles can
work together in the production of alphas. This information comes primarily from the Ti3-A experiment that measured
He4 locked in the TF lattice by the MS of gas evolution from the melted Ti TF [6]. And contrasts them to two
experiments that used Pd foils where was He4 would be found in the crater ejecta, unfortunately there was no MS Ar
gas measurements made.

3.2. TFs and the ejection crater and the information they hold

An FCC TF and the cavitation produced crater was a single event that was grouped with the smallest craters produced
in great numbers. These 50-nm craters were often found in bunches. SEM photos showed evidence of smaller craters
but appeared to be few in number that maybe the result of older damaged craters from a continuous crater modification
that was produced by cavitation. These are found in SEM photos [1]. In some systems at low frequency inputs, 20 kHz,
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it was possible to look through a quartz window and follow the glinting TF surface modify at rate one could visually
see that a hole was growing in the foil over a 5-min period. There is video of that somewhere. When cavitating the
surface of TFs, they were in a state of constant change with every cycle. At high frequencies like 2000 kHz, small 50
nm in radius craters evolving at a steady rate of formation and destruction during the cavitation process on the surface
FCC TFs. New craters were continually replacing the old. SEM photos reveal the last generation cycle of crater
production. The TF surface was continuing to evolve until the power was turned off. The SEM of removed TF lattice
shows the latest version of the crater surface that was frozen in the lattice and can be studied at a later date when the
instrumentation is available. There is a hundred of these exposed foils in storage. The SEM photo would only show
the last 50 fs of the 0.625-MHz cycle of the cavitation continual modification of the TF lattice surface.

3.3. Depending on the crystal structure the paths differ

If there was crater formation during an RF experiment, then the path was a generated SW from within the MC where
an electron was captured by D+producing the SW that destroyed the MC and created the ejecta, debris, and the ejecta
crater of one alpha production with an FCC lattice path, and 1.6E-12 J. If there were no craters formed and the alphas
were in the lattice, and the path was BCC path. Only the TF lattice structure plays an important part as the information
throughout this paper basically covers FCC TF lattices, where cavitating Ar saturated water produce craters that were
shown in SEM photos. The He4 measured by the MS was ejected into the gas phase for the TFs, Fe, Pd, Ag, Ni,
Pd, Cu, . . . . Other crystal types like the BCC Ti, Va, Zr—TFs were shown to produce He4 that was captured in the
lattice structure [6]. There was no gas phase He4 measurement, there was no ejecta, no crater, but exposed TF MS
measurement of He4 was found in the exposed Ti TF lattice. When Ti exposed the four pieces of the TF from the
active zone were melted in vacuum conditions, where the melted foil gave up its He4. The Ti foil was compared to two
BCC Pd exposed TF lattices. There was no He4 above background in the 2 Pd BCC TFs (all target foils have small
amounts of measurable He4 and these are measured and subtracted as background) [6].

3.4. The natural background He4 in the FCC TF lattice craters. Was it a problem?

A discussion of the background He4 that was naturally found at low concentrations in all materials such as TFs. It
was one of the main sources of He4 that must be considered in MS He4 measurements. An important determination
was how much He4 was locked in the TF lattice and was liberated into the cavitation water via crater debris. And how
much can be removed for analysis during an RF run. This He4 comes from looking at the debris of the BCC TF. SEM
photos and visually observation crater event debris appears chunky so the amounts measured for total background
atoms of He4 in a TF was removed crater lattice where the He4 content can find its way to the gas phase volume of the
RF cavitating reactor. Each event volume of ejecta from the TF50 × 50 × 0.1mm3has ∼(E-12) ppm. In what was the
active area of the RF TF area of the same thickness was RF TF/ old TF = .02 of the measurement in the old FCC TFs.
The old TF had about the same surface He4 as the RF smaller foil; about 2(E-14)/He4 atoms. The mass lost to crater
debris is about 100 u gm and a ratio 2(E-5). A very low percentage of the TF event debris will find its way into the
gas phase for the crater debris, which was chunky with an exposed potential on the low side. It is a guess at 1% loss of
He4 in the debris of 1 ejecta made it to the gas phase of the reactor, and did not add to MS measured He4.

4. Discussion

4.1. Control of T, P and time of the MC atom environment

The very small clusters of MC deuterons [4] can be attributed to AF forces that draw like charges together (hydrogen
ion isotopes are electron size). One can alter what occurs in small event that occurs on the surface of a TF atom
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by control of the explosive changes in MC parameters. The operating system should be run at the lowest working
temperature, as that produces the best cavitation bubbles, see Fig 2. The mechanics of cavitation bubbles wants the
vapor pressure of DOD to be low as possible to give the most energy to the MC. The control of the external pressure
should be as high as possible without stopping the cavitation process. The period of MC process to occur was in the
order of E-14 s in one cycle. Too much pressure kills the cavitation and too much temperature allows the DOD vapor
pressure to kill the adiabatic collapse process. The idea is to run the cavitation process as cool as practical with a heat
exchanger like the RF system uses.

4.2. The PVDF oscilloscope acoustic measurements

The radio frequency, RF, system was a nonobvious extension of Sonofusion, where a replacement of the oscillator
with an RF input in the low MHz range for the disk piezo that functions as an antenna transmitting motion to the PZT
piezo. At 2 MHz, the forced movement of the piezo and TF just approximates the zone between the piezo and the
TF of ij l. So,it was tuned to a minimum RF reflection and maximum admittance with a standing wave ratio (SWR)
close to 1.00 as possible, 1.00 indicating 100% signal transmitted into DOD. There were other tuning methods that can
be utilized: oscilloscope voltage maximum, the frequency resonance, the visual D2O surface water movement, and
the oscilloscope overtones producing smaller size bubbles. Some new obvious discoveries about the cavitating system
have been made during these experimental years: 1) there was more than one vibrating surface; 2) the fundamental
vibration may make some large contributions to the resonant bubble population via overtones; 3) the acoustic signal,
f1, indicates a second frequency was present at about the same amplitude but 17 cycles lower frequency (higher density
zone) (See Fig. 5a and b.)

4.3. The driving force of the SW system was the volume ratio (rD+/rD*)3

DV/dt was the force driving D+ + D* a + + g (He + SL) or some related path. This same methodology can be
transferred to the proton system. It is interesting to observe that three isotopes of hydrogen have these tremendous
volume changes in a few fs. 7E+10 times volume changes in ∼6fs. These momentum changes are responsible for big
impulses (momentum changes) generated by hydrogen ion or deuteron ion capturing an electron. The Isw was mass
2D kgm*2Datom/rate. And for a comparison the Iµ was kgm*2Datom/rate was the difference in rates and equals E+9
in favor of and a difference impulse of Isw = 0.207 kg*m/s and Iµ = 0.0033 [12].

4.4. SL measurements were of good quality

In the series of 10 to 20 MHz experiments using reactors built for the measurement of SL photo emission varying the
MPPC distance radially, the input power, and the MPPC sizes from 100, 400, and 1600 pixels shows a consistency in
the measurements. The reactor was a cylindrical PZT piezo shown in Fig. 5b and 5c. The resolution of SL with almost
a vertical rise and fast recovery, left most of the cycle, 94%, with no bubble activity (Fig. 5a).

4.5. The low frequency TF damage turns to using higher frequencies

The SEM photos of low frequencies, 20 and 46 kHz, show heavy TF damage and cavity fields with the 1-µ diameter
resolidified Pd TF spheres, see Fig. 1. The systems big and large size crater population produce critical damage to the
TF. The placement of the TF was important and should ij wavelength from the TF surface. There is activity on both
sides of the TF. These systems were just too powerful for practical use, so the option was to go to higher frequencies
where the TF damage was less. It brought the focus on the 50-nm crater systems [13].



R. Stringham / Journal of Condensed Matter Nuclear Science 19 (2021) 186–197 195

4.6. introducing the Lawandy’s AF system as alternate or coexisting path to alpha

The background for the Lawandy’s measurements “like charge attractive forces,” AF, starts with the MC, a cluster of
like charge deuterons with a very short time frame located on the target foil lattice. Being physically very small it
finds itself in-between lattice atoms of the TF (see Figs. 3, 4, and 8). The MC is shown in Fig. 8 as a pink glob and
how it compresses on self-destructive path as at the cooling temperatures push the probability of a D+ + e- D* nothing
happens for the temperature is too high for a free electron to interact with D+ or a H+ so there is time for the attractive
forces to work across the interface. If they are deuterons one might see He4 produced.

4.7. Natural He4 background in TF lattice that could contaminate He4 measurements

The TFs are of the dimensions of 5 × 18 × 0.1 mm with an active area of 35 mm2. Background He4 atoms in the TFs
was about 1 to E+6 TF atoms. The He atoms were distributed in the lattice in small bubbles of 2 to 100 He atoms. The
only He we are concerned with those He atoms that are close to the lattice surface structure on both sides. Consider
the He atoms in the first 10 layers of Ni atoms. The number TF surface atoms were about E+10 Ni atoms with their
He4 atoms of about 1 for each million TF lattice Ni atoms. So, the He4 population would be about E+4 atoms that
could possibly be involved in the total He4 MS measurement. This amount is so small it is unmeasurable.

4.8. The duality of the acoustic wave

The RF inputs—particularly at lower frequency where it was easily shown on the surface of TF the colorful TF
surfaces—produced standing wave patterns in the active TF areas, sometimes very subtle or sometimes very gaudy, as
a permanent addition to an exposed surface of a TF. These standing wave patterns give information etched into surface
resonance pattern. TF 100-µ thick drumhead gives acoustic information via resonance patterns areas and intensity
gradations that showed the input frequency and the area of TF surface exposure area. The 2-dimensional area at 46
kHz displayed the 3mm wavelength that were used with smaller foils at these higher frequencies. They were part of
the progression into the high frequency cavitation processes that could also produce He4.

5. Summary

Looking at an alternate path with Lawandy AF system for the MC in the process producing alpha appears compatible
with the SW impulse path. And it shows RF cavitation of water at about 2 MHz should produce MS measurable He4.
The MC deuterons profit from Lawandy’s image like charge attractive force and its ability to maintain a high-density
interstitial MC system.

There was a connection made from old work that carefully measure SL photons were applied to current RF work
that were not measured at the same time, but the conditions were expected to produce SL. The RF system was too
complex to run in the dark. One can look at the basic equation 2D He4 + g and see all its basic parts. They were not
produced together but they do fit with a little push.

Figure 6g and Ref. [3] show how the RF Acrylic machined reactor was put together where the geometry was
different, cavitating 80 ml DOD and removing heat with a coolant flow in a copper coil. The power to RF piezo
antenna was from a 50-watt linear amplified signal and TF 0.020 inches above; see Fig 6a. The PVDF plastic strip
measured the acoustic character of system is shown in Fig 6a. The 50-watt linear amplified RF signal powered the
reactor piezo antenna. The radio frequency interference prohibited any TC measurements while in the experiment
was in the run mode. Therefore, a duty cycle 30 s on and 5 s off, was installed in power circuit for all uncorrupted
temperature measurements during the 5-s off mode.

In several inches of cavitating water in the 1.5-inch diameter Acrylic column was a 60-Ohm heater that was used
to calibrate the DT in the running mode that was matched to the calibration mode. To reduce the reactor DT a heat
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exchange system of Cu coils one for the reactor the other in a coolant of 3.5 L of water where reactor heat was removed
at a constant water flow ∼2ml/s. This reduced the running temperature to a lower DT for more efficient cavitation.
This was shown more clearly in paper [12].

Different cavitation frequencies stimulate DOD to produce different size and energy spectrum bubbles. SEM
photos of TFs with surfaces exposed to different frequencies, 20, 46, and 1600 kHz, show that Ro bubble size changes
from 40 to 1 micron [1]. There was evidence of MC at the low frequencies, 20 kHz, the cavitating system SEM photos
show the small 50-nm radius craters were found at all frequencies. In the RF MHz systems, the bubble implantation
and MC was not so robust, leaving the target foil surface melted but intact with major TF surface defects still in place.
The MC serves as the local of activity on TF surfaces were both SW and AF can initiate their paths to alpha production.
There were measurements for He4 by MS where care was exercised to prevent any air retention or leakage. The errors
of measurement are about 10% for the small amounts of He4, and the calculation of MeV/He4 atom ratio in the RF
runs was closer than expected.

The MC fit to the AF system developed by N. Lawandy in the timeframe required was tight but other than that
looks like a good working environment. There was a comparison between the SW mechanism impulse, Isw, and the
muon, Iµ, a system that has proven to produce He4 at rates as slow as E+6/s [12]. The result of this comparison show
the Isw is the order 100 times stronger.

It is interesting to observe that the three isotopes of hydrogen have these tremendous volume changes, dV/dt, in a
few fs. 7E+10 times volume changes in ∼6fs [12] of the muon system was a slow rate, 1E-6 sec, compared with the
SW system [12]. These momentum changes are responsible the big impulses generated by hydrogen, deuteron, and
tritium ions electron capture.

The addition of the PVDF strip (Fig. 6a, opposite the piezo in the reactor) gives a continuous view of the waves and
interference patterns in the DOD and TF in the reactor. The piezo target foil geometry in the running mode produces
different densities on either side of the TF. This produces 2 zones of different densities and a wave system with a 17-
frequency beat. If the beat was there during the run the system, it was a good environment for alpha production. The
interrelation of cavitation densities of DOD that influence the velocity of acoustic wave lengths and produce beats and
information about the TF and piezo geometry and gap (see Fig. 5a and 5b). Running the acoustic oscillograph channel
gave one confidence that the system was working. Figure 1 puts all the cavitation experiments together showing trend
changes as the frequencies were increased.

The big picture shown in Fig. 1 is often over-looked as the cavitation frequency changes.
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High Impedance Aqueous Solutions Improve CF/LANR Systems
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Abstract

There are three reasons high impedance cold fusion/lattice activated nuclear reaction (CF/LANR) systems work so well—these are
a high loading rate, intrapalladial deuteron flux, and a large cathodic increase of deuterons. This paper demonstrates the existence,
and origin, of this cathodic increase of hydrogen isotopes from the applied electric field intensity. There results an advantageous
spatial distribution of hydrogen between anode and cathode. This is another confirmation of the quasi-1-dimensional (Q1D) model
of hydrogen isotope loading and further explains success of LANR activity using this configuration and technology.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Cathode fall, Deuteron loading, Deuteron distribution, Hydrogen distribution, Metamaterial, Phusor®-type LANR
cathode, Water, Cathodic hydroden increase.

1. Introduction to the Reasons for the Success of High Impedance CF/LANR Systems

This paper reviews the role of hydrogen isotope (deuteron) flow in excess heat (XSH)-active aqueous LANR systems
[1–7], and in particular, it also explains exactly why these high impedance systems work so well. That is: What about
the high impedance LANR aqueous system enables their incremental excess power gain and their time-integrated
excess energy gain to be so far above the others.

Figure 1 shows the importance of using high impedance electrolyte in CF/LANR systems in two curves. They
are the theoretical result of the Navier Stokes analysis [Eq. (2)] and the actual measured values of hydrogen ion
concentration at five locations in the reaction chamber between anode and cathode of an alkaline ordinary water
solution.

At first consideration, high electrical impedance (resistance) means low electrical currents, and that might seem
antithetical to optimal loading of the palladium, but as shown below it is not. Normally, in an ordinary electrical
circuit, increasing the impedance must reduce the net current, and that should decrease the deuterium flux in the Pd,
but as shown below, it increases it. To demonstrate why this “paradox” operates here, two previously reported unique
properties of high impedance CF/LANR systems are discussed [high loading rate and the intrapalladial deuteron flux]
and then introduces the third important unique distinction of high impedance CF/LANR systems: their large cathodic

∗Mitchell R. Swartz ScD, MD, EE, AC1ER, E-mail: drswartz@nanortech.com.

© 2021 ISCMNS. All rights reserved. ISSN 2227-3123
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Figure 1. Comparison of An Electrically Driven Detected Cathodic Increase of Hydrogen with the Theoretical Derivation in mild alkaline ordinary
water.

fall of deuterons. This paper reports experimental corroborations of the cathodic increase of hydrogen for a high
impedance aqueous system and presents the results of three experimental runs which are confirmations of these Navier
Stokes equations which predict, and clarify, the carrier flow in the solution, as well as the solution, itself, through the
convective derivative. The results examine both spatially and temporally the hydrogen “cathode fall” which occurs
in electrically driven aqueous CF/LANR systems. Classical electrochemistry refers to the term “cathodic fall” which
describes what occurs as hydrogen (or deuterons) from the solution enters the cathode due to an applied electric
field coming from the anode. In conditions such as discussed in this paper, however, there results a large hyperbolic
increase in the hyperbolic pericathodic (“vicinal”) concentration. Therefore, the term “cathode fall” has ambiguity,
and can lead away from understanding the increase which occurs here, under these conditions. This paper uses the
clear, more precise terms revealing the rise, increase, and the hyperbolic gain of the cathodic hydrogen concentration
instead; retaining only with quotes the ambiguous term.

Figure 6 shows another “cathode fall” of hydrogen ions [H+]. This figure shows a graph with three curves which
present the aqueous hydrogen ion concentration at three positions in the reaction chamber between anode and cathode
as a function of time (horizontal axis). Notice that at circa 5200 s an electric field was applied by putting a voltage
between the anode and cathode. This was increased, and at 7000 s, the applied electric field is terminated. These two
regions of time are marked by arrows.

It can be seen that the hydrogen ion concentration in the region of the cathode rises in time after the electric field
is applied, but only until the electric field is terminated.

Figure 1 shows a graph containing two curves. These two curves are used to compare the expected value (by
a theory, again being tested as hypothesis) and the actual measured values of hydrogen ion concentration at five
locations in the reaction chamber, located between anode and cathode, in an alkaline ordinary water solution, at one
short intervals in time. The measurements were taken within 1 min of each other, after being driven by an steady
applied electric field intensity for ca. 20 min.

First, in Fig. 1, the solid curve is the theoretical expectation. The theory involves Eq. (2) to predict the actual
measured values of hydrogen ion [H+] concentration. The theory and equations are from 1971, in the first discussion
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of this theoretical derivation eventually used in the author’s ScD thesis, and since elsewhere in the CF/LANR and
oncologic literature, including this report. These calculations came from those theoretical derivations which are used
to substitute for conventional electrochemistry requiring chemical equilibrium. Instead, with much more information,
these equations lead to the quasi-1-dimensional (Q1D) model of loading [1].

Compared to the solid curve, the dashed curve which is from the measured data points obtained during the interval
of 2100 to 2200 s after initiating the applied electric field intensity between the electrodes.

Second, note that Fig. 1 does indeed clearly show a “cathode fall” of pH resulting from the rise in hydrogen
ion concentration. This is a euphemism to describe the applied electric field intensity producing a local increase (a
“rise”) of proton (or deuteron) concentration vicinally before the cathode. This cathode increase of hydrogen isotope
is important. It enables stable engines of excess heat with gains in the range of 200%–500% and more, in response to
an applied electric field. The diameter of the pH meter, or the separator are not taken into account because they are
not relevant to first order since the pH meter gives the local [H+] concentration directly. Some stirring must have been
present from the movement of the linear actuator moving the pH electrode’s head through the water, from cathode to
anode and back and form, so a small pause was used. Bubble was never significant in comparison. It also was not
expected to obscure any significant part of the cathode since the area was so large (see Fig. 5). This system generated
much information, including that used for the curves in Figs. 1 and 6. These systems have been used to drive both
Stirling engines and Peltier devices (to generate electricity) at over-unity compared to input power levels [3–16].

The important point is that these are corroborations, and further direct experimental evidence of the importance, of
the electrochemically useful Navier Stokes equations derived by the author circa 1971 [17]. These have successfully
predicted the existence of, including the shape and form, the hydrogen/deuteron cathodic increase in concentration
in ordinary and heavy water solutions to an applied electric field intensity. In 1989, these Navier Stokes equations
were later expanded specifically for LANR using Q1D [1–3] which were thereafter explored and expanded [2–6]. By
the mid-90s, meticulous parametric CF/LANR experiments made both solution impedance, and the type of ion in the
cell, as the independent variables [5]. These equations, and engineering, have been successfully used in cold fusion
[3–16,18–33] and antimicrobial, antiviral, and antineoplastic therapy [34–47].

Third, another important point is the qualitative match to the theorized result predicted by the theory, and used (also
successfully) in the Q1D model of flow in CF/LANR. That theory has resulted in many active CF/LANR cells, compo-
nents, and has led to many discoveries. The take home message is that the application of this LANR/electrical engineer-
ing has also led to novel devices, active samples, and discoveries in the optical antiStokes [28–30] and Deuterium-line
RF radio regions [31–33].

2. Background

2.1. Successful LANR requires electrical engineering

Drs. Fleischmann and Pons first reported excess energies of 4 MJ (megajoules) in 80 h. Today, several LANR devices
show excess power gains from 25% to 80 times input electrical power, beyond the controls. Taking advantage of Navier
Stokes equations and other LANR engineering, aqueous high impedance LANR devices have shown power gains
200%–400%, and one has yielded circa 8000% power gain for a short time. JET Energy has shown that some cathodic
electrodes, of specific shape, are metamaterials which produce excess heat of a superlative magnitude, successfully
driving Stirling engines at the 19+ W level. They run in both open and closed systems, and driving motors, with
on-line monitoring, redundant, high precision, time-resolved semiquantitative calorimetry [8,4,7]. Shown at ICCF-10
at MIT, Cambridge, MA, August 03, the JET Energy Inc. CF demonstration system produced excess heat over five
days. Videos and other data were shown to hundreds of visitors demonstrating how this system is different from other
systems. The energy gain was ~2.7 in 2003.
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Figure 2. Schematic Model of Deuteron Flux and PHUSOR®-type Metamaterial. (Left) a schematic, simplified, representation of the anode,
solution, and a portion of the cathode along with five types of deuteron fluxes involved in loading, D2 evolution, and putative fusion; in solution
and the palladium. (Right) A close-up of an active Phusor®-type spiral-wound excess-heat-producing palladium cathode. It is in a high impedance
aqueous solution, and the anode is to its left and is not shown. These deuteron fluxes include entry into the metal (JE), movement to gas evolution
(JG), and an extremely tiny loss by potential fusion reactions (JF). There is conservation of deuterons with the exception of a loss (JF) to all
putative fusion reactions, which are extremely small, if present. There is a continuous, equilibrium, flux of deuterons within the cathode (JIP),
which may be consistent with excess heat and an observed unusual bubbling pattern seen routinely in high impedance active aqueous LANR systems.

2.2. Mathematical analysis of deuteron flow (flux)

Deuterium fluxes in palladium systems need further study. Nernst calculations of the activities of electrolyte [48,49]
adjacent to a metal electrode have been applied to LANR to derive distributions of deuterium in the palladium and
solution. However, the LANR systems are simply not at equilibrium, and Nernst calculation may not be applicable
[1]. Also, a vicinal reference electrode may herald the Nernst potential, but probably not the loading flux rate (which
will be shown below to be key to these reactions).

Therefore, a Q1D model for hydrogen loading of an electrode was formulated [1], which does not require equilib-
rium for accuracy. This was designed based on Navier Stokes calculations which predict the hydrogen distribution in
these aqueous high impedance LANR systems. The Q1D model describes the loading flux of hydrogen by the ratio of
two energies (electric order to thermal disorder ratio).

2.2.1. Localized, limited-area, large-bubble coverage (asymmetric electrolysis)

Deuteron flux (JD) begins far from the cathode surface, in the deuterium oxide (heavy water) located between the
electrodes, where the deuterons are tightly bound to oxygen atoms as D2O. There is no additional solute. In the absence
of significant solution convection, the flux of deuterons (JD) results from diffusion down concentration gradients and
electrophoretic drift by the applied electric field [1,4]. Cationic deuteron flux (JD) brings deuterons to the cathode
surface, from the heavy water as D-defects [50–56] are driven by the applied electric field intensity to create a cathodic
fall and double layer before the electrode surface.

From the metallurgical point of view (POV), from the metal surface, atomic deuterons either enter the metal (“are
loaded”), remain on the surface, or form diatomic deuterium gas bubbles (D2). The gas bubbles (D2) are undesirable
producing low dielectric constant layers in front of the electrode, obstructing the electrical circuit.

2.3. The first reason for success of high impedance solutions: loading efficiency

Figure 2 also shows a close-up of an active Phusor®-type spiral-wound excess-heat-producing palladium cathode.
The Pt anode is to the left of the cathode, and is not shown in the photograph, as discussed in detail [9]. A high
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Figure 3. Electric field distributions for wire-wire and wire-Phusor®-type system.

electrical resistivity solution, located between the two electrodes, bathes the metamaterial cathode, including within
the spiral. There is seen very limited, well localized, small area large-bubble (asymmetric) coverage bubbling vs.
normal bubbling. There are bubbles only on one side of the cathode, what we call “asymmetric bubbling” which
differs from normal bubbling. In this high voltage system (~1500 V), videos (including those shown at ICCF-10 of
which the above figure is a single frame grab) demonstrated that cathodic electrolysis bubbling occurs, if the conditions
are appropriate, almost solely on the anode-side (left-hand portion of the spiral wound cathode in the photo) of this
PHUSOR®-type heating electrode system.

“Asymmetric electrolysis” heralds, and drives, intrapalladial deuteron flux deuteron flux through that portion of the
loaded metal cathode. Thus, it is a sign of LANR success for some excess-heat-producing cathodes as experimentally
observed and reported, and openly demonstrated at ICCF-10 [9,13,15]. Figure 2 demonstrates this important finding
of this system - asymmetric electrolysis which is seen on only one side of the cathode (which is facing the anode). It
heralds the forced movement of the loaded deuterons through the loaded metal. This creates a deuteron current through
the palladium electrode, and an improved likelihood of success in LANR.

2.4. Derivation of the hydrogen or deuteron distribution

In the absence of significant solution convection, molecular flux (F ) also results from both movement of deuterons
[D(z,t)] down concentration gradients and from electrophoretic drift in the applied electric field. The deuteron flux,
JD, depends on deuteron diffusivity (BD) and electrophoretic mobility (µD), and the applied electric field intensity
(the gradient of the potential)

JD = −BD
d[D(z, t)]

dz
− µD[D(z, t)]

dΦ
dz

. (1)

In this zeroth order model, consideration is not made for reduction of hydrogen at the cathode (loading and/or
gas evolution). That is done in Q1D model of loading [1], and subsequent improvements [2,3]. It is assumed that all
electrical reduction occurs at the cathode.
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Thus, in the steady state, the final spatial distribution for hydrogen (or deuterons) is

D(z, t) =
IER/(AF )(

√
K0/D) sinh(

√
(K0/D))Z}

cosh(
√

K0/D)L− 1
(2)

where I is the electrical current; ER is the efficiency of electron transfer to the hydrogen isotope (electrical reduction);
A is the area of the electrode; F is the Faraday; Ko is the oxidation rate in the bulk; and D is the diffusivity of the
hydrogen isotope. The coefficient of the hyperbolic term is of the form A/(B (cosh(A)-1)). Therefore, L’Hospital’s
rule may be used to determine the limit asKo → infinity (i.e. fast reoxidiation).

2.5. Results: loading rate equation derived from diffusion equation

From the concentration polarization of deuterons before the cathode, the Pd loads, controlled by the double layer,
which limits the entry of deuterons to the metal surface. At the inner boundary of the double layer, intermolecular
deuteron transfer from the heavy water solution to the metal surface, coupled by electron-limited transfer, leaves an
atomic deuteron on the metal surface. This leaves an atomic deuteron attached to the metal surface, and the electrode
metallurgy controlled by the tiny interfacial region, which might be less than 10 Angstroms thick, by the applied
electric field intensity, and by the local concentration of deuterons. The entry mechanisms to the palladium surface are
driven by infrared vibrations and microwave rotations [50,51], creating solution photosensitivity reactions producing
a photoactivated increase of excess energy and loss of power gain [13].

Palladium has its surface populated with atomic (D) and diatomic deuterium (D2). A large number of those
deuterons can also enter the metal forming a binary alloy. Deuterons which enter (load) into the palladium lattice
are “dressed” by a partial electronic cloud, shielding their charge (Born–Oppenheimer approximation). The deuterons
drift along dislocations and through the lattice and its vacancies, falling from shallow to deeper located binding sites.
There is obstruction by ordinary hydrogen and other materials at interfaces and grain boundary dislocations.

2.6. The deuteron flux equation proves that successful LANR is not electrolysis

Dividing each flux by the local deuteron concentration [D(z,t)] yields the first-order deuteron flux constants, kE, kG,
and kF (cm/s), respectively. These involve entry of deuterons to the electrode, to the gas phase, and to successful
fusion. They are the basis of the rest of Eq. (3).

kE = (µDE)− (kG + kF). (3)

Equation (3) is the deuteron loading rate equation. It relates cathodic deuteron gain from the applied electric field
to the loss of deuterons from gas evolution and fusion and teaches many things.

Note especially that as shown in Eq. (3), that another real difference distinguishing high impedance systems in
CF/LANR is through the impact of the applied electric field intensity. In high impedance systems, E with be larger,
and therefore the loading flux rate (kE) will be as well.

The deuteron loading rate equation shows that the deuteron gain of the lattice (through the first order loading
flux rate (kE)) is dependent on the applied electric field MINUS the flux rate losses of deuterons from gas evolution
(kG) and fusion (kF). The deuteron loading rate equation, Eq. (3) reveals that desired LANR reactions are quenched
by electrolysis, which is opposite conventional “wisdom” that LANR is “fusion by electrolysis.” The other name
for CF/LANR being “fusion by electrolysis” is a misnomer. Equation (3) also heralds that LANR can be missed by
insufficient loading, contamination (effecting kE , by protons or salt), and by the evolution of D2 gas, which all inhibit
the desired LANR reactions, and lead to the optimal operating point manifolds.
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Figure 4. Infrared deuteron transfer L- and D-proton transfer. (left The large dielectric permittivity of water results from the fact that an applied
electric field intensity produces the drift ellipsoids of hydrogen and “holes” where there is the absence of a proton (or deuteron in heavy water).
(middle) Here, an infrared vibration launches a proton from one site on an oxygen electron orbital to another site. This creates a paired of defects
(one O–O bridge with two hydrogens, and the other with none; the L- and D-proton defects). (right) Here there is a series of proton transfers
resulting from the first infrared deuteron transfer. The resultant L- and D-proton defects initially arising from that infrared vibrations move through
the oxygen lattice and generate the drift ellipsoid shown on the left-hand side.

The modified deuteron flux equation is Eq. (4) changed by substituting the Einstein relation, which makes for an
equation reminiscent of semiconductor physics at p–n junctions. The first term now has geometric, material factors
(L is length; BD is the electrophoretic mobility), and the ratio of two energies (the applied electric energy [q ∗ V ]
organizing the deuterons divided by kB*T , thermal disorder). The second terms are the first-order loading flux rates
for deuteron entry and gas loss.

kE =
BDqV
L ∗ kBT

− (kG + kF). (4)

The Q1D models most important insight is that the first-order D-flux equation, with the substitution of the Einstein
relation, shows that the ability to load D depends on the ratio of ordering energy, (the applied electric field) to thermal
disorder (kB*T )minus what goes up into the gas. The latter is perhaps most important because it reveals why so many
have failed to generate successful LANR.

Thus, the modified deuteron flux equation reveals how competitive gas evolving reactions and the applied electric
field energy to thermal energy (kB*T ) are both decisive in controlling the deuteron loading flux in palladium. Suc-
cessful LANR experiments are dominated by this ratio reflecting the “war” between applied electrical energy which
is organizing the deuterons versus their randomization by thermal disorganization. The two terms are the first-order
deuteron loss rates by gas evolution and the desired fusion process(es).

It is ironic that the modified deuteron flux equation is similar to one of the equations of an intrinsic semiconductor,
but the methods of proton/deuteron movement through water, discussed below, are not. However, in both cases, the
Navier Stokes equations and continuum electromechanics are applicable.
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2.6.1. The second reason for high impedance success: intrapalladial flux from metamaterials such as the
PHUSOR®-type metamaterial technology

Metamaterials [4,6,7] and deuteron-loaded Group VIII alloys that exhibit “lattice assisted nuclear reactions” (LANR)
have surprising, physical characteristics that defy earlier expectations, yet each produce solid, indelible experimen-
tal results. Metamaterials, through their unique, novel structures, can make previously “impossible” effects occur.
Conventional metallurgy and material science accrue from the “internal structure of cathode material,” whereas meta-
materials result from the precisely crafted and planned external structure. Their precisely engineered materials and
structures have characteristic behavior far beyond what is normally expected, making previously “impossible” effects
such as negative refractive index and electromagnetic cloaking occur. Similarly, reports of excess energy and nuclear
reactions from solid-state LANR [25–42] were initially felt to be impossible, but growing experimental evidence sug-
gests otherwise. Active LANR devices produce helium-4 and tritium as nuclear ash, with both very small amounts of
emissions, and hundreds of thousands of joules of “excess heat” per day.

The uniquely shaped spiral Phusor®-type cathodic structure has stood out for reproducibility, activity, and power
gain, for several Group VIII materials. Its arrangement and stereo-constellation of electrodes appears to be one of
the better arrangements for an LANR system, measured by activity and power gain [4–9]. We previously reported
that unique well localized, small-area bubble coverage has been correlated with successful LANR-active Pd/D2O/Pt,
Pd/D2O/Au, and Ni/D2O,H2O/Pt Phusor®-type devices operation. This has been confirmed by heat flow measure-
ment, calorimetry, electrical, and mechanical energy conversion devices, and dual serial calorimetry. This type of
LANR device, with its helical, cathodic design and low electrical conductivity solution, is the most successful half-
electrochemical system we have found judged by robust excess heat production and reproducibility. Why?

2.6.2. Distinguishing E-fields of PHUSOR®-type metamaterial technology

The Phusor®-type LANR device is a metamaterial and its physical structure enhances the metallurgic properties of
loaded palladium. This metamaterial change alters the electric field distribution, producing continuous deuteron flux
within the loaded palladium. This is unique to this device creating a distinguishing electric field (E-field) distribution
different from customary wire–wire, and other systems. Our hypotheses for this aspect of its superior function included
the cold working, the preparation, Frenkel defects, and the possibility of specific alterations in the electric field intensity
distribution. Although classical electrostatics analysis indicates that a perfect conductor does not have an electric field
within it, the real palladium cathode is not a perfect conductor. We measure the palladium electrical conductivity by
four terminal measurements which, for these Phusor cathodes, range from 40 to ∼ 120 mΩ.

A unique E-field distribution can be generated to provide intra-palladium deuteron flux, linked to successful LANR
results. In Fig. 3, in the first configuration (left) shown, the electric field intensity for two parallel, infinitely long,
electrodes (anode and cathode). What is shown is the cross-section electric field intensity distribution between two
electrodes; so that the wires only appear as two circles. The electric field intensity is shown in two dimensions,
and in a plane which is located perpendicular to the direction of the electrodes which are oriented in a direction
coming out of the figure. The length of the vector is proportional to the magnitude of the electric field intensity.
The direction of the vector of the electric field intensity is shown by a circle at the end of each line. Between the
electrodes, the direction of the electric field intensity points from anode to cathode. At the electrodes, the electric field
intensity is directly perpendicular to the each electrode. There is no tangential electric field, consistent with classical
electrostatics.

By contrast, the Phusor®-type LANR metamaterial design with its spiral cathode system-wire anode system, with
its open helical cylindrical geometry, creates a unique and unusual electric field distribution superior in performance.
This is seen in the second configuration in Fig. 3 which shows the electric field intensity, in a cross-section, between
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a spiral cathode metamaterial-shaped Phusor-type component which is electrically polarized against, and physically
located opposite, an anodic wire of platinum. In cross-section, the Phusor®-type LANR component is schematically
represented as only its thickness, with the more complex structure approximated as a distributed cathode in the shape
of a circle here, which is actually a curved spiral.

In Fig. 3, on the right-hand side, again there are regions near the cathode where the electric field intensity is
completely normal (perpendicular) to the cathode. However, what is different, and novel in this case, is the presence of
an electric field intensity within the metal, creating a flux of isotopic hydrogen within, and through, the electrode. There
does occur an entirely different distribution of the electric field intensity. The shape of the structure effects the outcome
as much as the material, which is the characteristic of a metamaterial. As a result, two types of deuteron flows are
created by the Phusor®-type LANR metamaterial cathode. The first is the standard deuteron interelectrode (between
electrodes) loading flux, beginning in the solution and ending in the metal lattice, driven by the applied electric field
intensity. The second is an additional intraelectrode deuteron flux, through the metal, itself. This additional type of
deuteron flow is critical and enables superior LANR results (“high activity”).

The Phusor®-type-LANR generated metamaterial-derived intrapalladial flux into the cathode is heralded by small
bubble evolving area on the surface of palladium and linked to activity of LANR cathodes (Fig. 2).

In summary, geometry, stereoconstellation, and location of electrodes, metamaterial issues, are now shown to play
additional possible roles in successful LANR experiments. This intraelectrode palladium flux is necessary to produce
the desired reactions and that such a flux is often missed in competing, less efficient with respect to producing “excess
heat”-systems.

2.7. Background

2.7.1. Water’s structure enables intramolecular H movements

“One of his hobbies ... photographing how cannonballs are stacked on different courthouse lawns. Apparently how
they’ve got them stacked in that picture is very unusual.” – Kurt Vonnegut, “Cat’s Cradle”

For most materials only the electronic and ionic polarization are significant, and, therefore, the dielectric constants
of almost all materials are usually in the range of 3–6. However, for water, and Ice1h, the arrangement of the molecules
permitting proton disorder in the sublattice introduces a new method of electric conduction and polarization, and the
result is a much larger dielectric constant; a whopping 92 for ice, and 88 for water. Before going further, it is extremely
important to recognize that water is essentially ice. Only a small fraction of the hydrogen bonds are broken. Very few.
This is demonstrable by considering the ratio of the heat of melting plus the specific heat to room temp (or whatever)
to the that sum plus the heat of boiling which indicates that most of the hydrogen bonds are intact. This degree of
bonding is expected because the energy of the hydrogen bond is 4.5 kcal/mol and room temperature kB ∗ T would not
impact that. The importance, and it cannot be said enough, is that these ice structures and charge carriers discussed
below are the origin of the high permittivity of water (which is why we are here).

This unusually large dielectric constant of water distinguishes it from most other materials, and enables it to be an
exceptional solvent and enable diverse reactions ranging from chemical solvation to free radical reactions, which can
then occur by shielding free charge and unpaired electrons, respectively.

It is water/ice’s proton disorder and the drift of defects which decrease that disorder, which creates the unusual
dielectric properties of water. The high dielectric constant of water actually results from movements of protons in the
proton sublattice. This is created by the electric field-directed movement of defects [50,51]. Thus, the origin of this
unique feature of water/ice arises from the electrical response of water to an applied electric field intensity.
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2.7.2. Water’s migrating L- and D-defects produce electrical conductivity and a large dielectric constant

Normally, there is one proton between each pair of oxygen nuclei (Fig. 5), but not always. L and D defects arise
from infrared vibrations, as suggested by Bjerrum [55,56]. They occur because normally there is one proton between
each pair of oxygen nuclei. A D-defect has two protons-between any two oxygen nuclei. An L-defect has none. This
D-defect conduction/polarization process augments other charge carriers, ionic drift, space charge polarization, and
clathrates.

At any molecular site across the heavy water solution, the applied electrical energy is a tiny fraction compared to
kB ∗ T , so the deuterons migrate by drift ellipsoids of L- and D-deuteron defects in the applied electric field creating
a ferroelectric inscription [50,51]. With the background thermal energy thus creating L and D defects throughout the
volume of water or ice, the action of an applied electric field intensity to a sample of water/ice results in a drift of these
intramolecular proton (and deuteron) defects within the proton sublattice. The movements inscribe-into that proton
sublattice—a generally field-directed electric dipole moment. Intramolecular proton/deuteron transfer in lattice bound
water molecules yields very large permittivities in organized lattices. The resultant D-defect migration also produces
a “cathodic fall” of deuterons and an E-field contraction so that most of the voltage drop is at the interface in front of
the electrode surface. This concentration polarization may produce very large local electric field intensities, possibly
ranging from 104 to 107 V/cm.

2.7.3. Water’s structure enables inscribed ferroelectric moments

The result of an applied electric field is that it inscribes a series of intramolecular defects within the water lattice
(Fig. 4). Very relevant to CF/LANR, the applied electric field intensity thus offers two methods of proton transfer to
the cathode. There is the conventional drift of the ions and there is possible propagation of the L- and D-defects for
loading. What is not appreciated generally is that such intramolecular proton/deuteron transfer in lattice bound water
molecules is what yields very large permittivity in organized lattices. Over vast distances, the L- and D-defects migrate
in an applied electric field intensity. The normal spheroids of defects distort into field-directed ellipsoids, which are
shown. As the defects migrate, they leave trails of proton order which are slowly erased by thermal action.

The inscribed defects create a large electric dipole moment. It is this electric dipole moment which creates the
large dielectric constant. Drift ellipsoids of the defects inscribe a ferroelectric imprint into the water; they inscribe a
domain until thermal processes eventually erase it. This ferroelectric inscription has several important implications.
First, when water is polarized there is a measured, very large dielectric constant (∼95) which is not necessarily a value
applicable on a molecular level, for reasons discussed above. Intramolecular proton/deuteron transfer in lattice bound
water molecules yields very large permittivities in organized lattices.

3. Experimental

3.1. Measuring the hydrogen isotope distribution

A system was 3D printed to measure the cathode fall as a function of applied electric voltage and to determine how
closely the result was to the original theoretical prediction [17]. The 3D-printed system was fitted to a pH electrode
holder attached to a linear actuator driven by a byj48 stepper motor run by an Arduino sketch. The program (attached
as Appendix) was designed to move the sensor in a series of repeatable steps between the platinum wire anode and
the larger titanium cathode, and to take and log pH measurements at each location, repeatedly over time. That cathode
is seen next to the pH electrode in the photograph shown in Fig. 5. The electrical driving system was put on after a
control time, and then stopped.
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Figure 5. Physical setup to derive and detect a hydrogen cathodic increase over time.

Figure 5 shows the experimental setup used to measure the changing “cathodic fall” over time. The figure shows
two containers, a pH electrode, and two electrodes (although the anode is less easy to see than the wire connection
between it and the electrical power supply). The 3D-printed pH holder and linear actuator driven by the byj48 stepper
motor and ULN2003 stepper driver was used to successively, and repeatedly, move the sensor between the platinum
wire electrode and the large titanium cathode (vicinal to the pH electrode in the photograph).

The diameter of the pH meter, or the separator are not taken into account because they are not relevant to first
order since the pH meter gives the local [H+] concentration directly. Some stirring must have been present from the
movement of the linear actuator moving the pH electrode’s head through the water, from cathode to anode and back
and form, so a small pause was used. Bubble was never significant in comparison. It was also not expected to obscure
any significant part of the cathode since the area was so large (see Fig. 5).

This system generated much information, including that used for the curves in Figs. 1 and 6.

4. Results

4.1. The third reason for high impedance success: hyperbolic cathodic increase of hydrogen

The linear actuator pH measurement system generated the information in Figs. 1 and 6. Figure 6 shows another
“cathode fall” of hydrogen ions [H+]. This figure shows a graph with three curves which present the aqueous hydrogen
ion concentration at three positions in the reaction chamber between anode and cathode as a function of time (horizontal
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Figure 6. Detected cathodic increase of hydrogen (solid line). Shown are the results of an ordinary water solution. Shown are the results at three
different locations between anode and cathode, made sequentially during the experimental run. The rising applied voltage was terminated, as shown.

axis). Notice that, at circa 5200 s, an electric field was applied by putting a voltage between the anode and cathode.
This was increased, and at 7000 s, the applied electric field is terminated. These two regions of time are marked by
arrows.

It can be seen that the hydrogen ion concentration in the region of the cathode rises in time after the electric field
is applied, but only until the electric field is terminated.

5. Conclusions

5.1. Three reasons for the success of high impedance aqueous LANR systems

(1) There are (at least) three reasons why high electrical impedance aqueous CF/LANR systems do so well. First,
as demonstrated by Eq. (3), the differences distinguishing high impedance systems in CF/LANR began through
the impact of the applied electric field intensity with the solution containing an isotope of hydrogen, deuterons
in the most important case shown previously in high impedance aqueous CF/LANR systems, the applied E-
field drives the loading of the cathodic palladium, characterized by the loading flux rate (kE). The loading
is driven by the intensity of the E-field, and this is the first advantage favoring high impedance CF/LANR
systems. Second, another difference distinguishing high impedance systems is the generation of deuteron flux
through the palladium. This is a metamaterial action in LANR, using these novel hydrogen energy-production
solid-state systems; a new spectrum of devices using intraelectrode deuteron flow.

Third, this report is an another experimental confirmation of a theoretical expansion of the Navier Stokes
equation involving the Q1D model of hydrogen isotope loading. The results here demonstrate clearly that
deuterons to pile up near the cathode in high impedance aqueous CF/LANR systems. This is a MAJOR change
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in proton/deuteron distribution. In the applied electric field intensity, the deuterons assemble in a cathodic
increase from regions throughout the aqueous volume, with the greatest deficit occurring at the anode. Thus,
this paper demonstrates the existence, and origin, of a cathodic increase of hydrogen isotopes from the applied
electric field intensity for high impedance aqueous solutions. But there is more: most importantly, there results
an advantageous spatial distribution of hydrogen between anode and cathode. This is because deuteron (or
hydrogen) amplitude (concentration height) always effects diffusion though a metal, material, or cathode (e.g.
by Fick’s law, which is one important methods how we measure PO2 in the hospital or laboratory). The
MOST important result is the relatively high concentration of deuterons vicinal to the cathode which promotes
high concentrations at the cathodic double layer and therefore the highest possible loading of both the near-
surface and bulk regions of the cathode. Future studies should also examine the role of solutes on the resultant
distribution through changes in Benard instability [57].

(2) Other lessons have come from these efforts. This is another confirmation of the Q1D model of hydrogen
isotope loading and further explains success of LANR activity using the metamaterial PHUSOR-type cathodic
configuration and high electrode impedance technology.

(3) Looking forward, the key to the successful design and engineering of many energy systems ultimately depends
on recognizing the structure and properties of water, its deuteron or proton sublattice, and its relatively unique
dielectric response to the application of an electric field intensity yielding the requisite cathodic increase of
deuterons/protons. The successful design and engineering of an energy production system ultimately depends
on recognizing the structure and properties of water and its relatively unique dielectric response. Those who
work with cold fusion and energy systems involving water ought to consider these processes as well, because
they impact the proton disorder itself of water and ice, and LANR activity, itself.
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6. Appendix (Arduino Program to Collect Data)

Sketch “pHlinACTnov11M2” for Arduino Uno, pH electrode, byj48 stepper motor and ULN2003 stepper driver

#include "Arduino.h"
unsigned long measure2;
int ph_pin = A0; //connected to PH
// Include the AccelStepper library:
#include <AccelStepper.h>
// Motor pin definitions:
#define motorPin1 4 // IN1 on the ULN2003 driver
#define motorPin2 5 // IN2 on the ULN2003 driver
#define motorPin3 6 // IN3 on the ULN2003 driver
#define motorPin4 7 // IN4 on the ULN2003 driver
// Define the AccelStepper interface type; 4 wire motor in half step mode:
#define MotorInterfaceType 8
// Initialize with pin sequence IN1-IN3-IN2-IN4 for using the AccelStepper library with 28BYJ-48 stepper motor:
AccelStepper stepper = AccelStepper(MotorInterfaceType, motorPin1, motorPin3, motorPin2, motorPin4);
void setup() {
// Set the maximum steps per second:
Serial.begin(9600);
Serial.println ("pH Linear Actuator - Nov 11 2019 Dr. M Swartz ");
Serial.println("time(sec), pos.1-pH 1, volt1, pos.2-pH 2, volt2, pos.3-pH 3, volt3, pos.4-pH 4, volt4 pos.5-pH 5,

volt5 ");
stepper.setMaxSpeed(800);
}
void loop() {
double now = millis(); //time
Serial.print(now/1000);
Serial.print(", ");
delay(1000);
int measure = analogRead(ph_pin);
int measuresum = 0;
measuresum = measuresum + measure;
delay(1000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(1000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(1000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(1000);
measure = analogRead(ph_pin);
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measuresum = measuresum + measure;
double measure2 = measuresum/500.;
Serial.print(measure2);
Serial.print(", ");
double voltage = measure2*5 / 1024.0;//classic digital to voltage conversion
Serial.print(voltage, 3);
Serial.print(", ");
delay(5);
// Set the current position to 0:
stepper.setCurrentPosition(0);
// Run the motor forward at 500 steps/second until the motor reaches 4096 steps (1 revolution):
while (stepper.currentPosition() != 625) {
stepper.setSpeed(500);
stepper.runSpeed();
}
delay(3000);
measure = analogRead(ph_pin);
measuresum = 0;
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
measure2 = measuresum/500.;
Serial.print(measure2);
Serial.print(", ");
voltage = measure2*5 / 1024.0;//classic digital to voltage conversion
Serial.print(voltage, 3);
Serial.print(", ");
delay(5);
stepper.setCurrentPosition(0);
// Run the motor forward at 500 steps/second until the motor reaches 4096 steps (1 revolution):
while (stepper.currentPosition() != 625) {
stepper.setSpeed(500);
stepper.runSpeed();
}
delay(2000);
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measure = analogRead(ph_pin);
measuresum = 0;
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin); measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
measure2 = measuresum/500.;
Serial.print(measure2);
Serial.print(", ");
voltage = measure2*5 / 1024.0;//classic digital to voltage conversion
Serial.print(voltage, 3); Serial.print(", ");
delay(5);
stepper.setCurrentPosition(0);
// Run the motor forward at 500 steps/second until the motor reaches 4096 steps (1 revolution):
while (stepper.currentPosition() != 625) {
stepper.setSpeed(500);
stepper.runSpeed();
}
delay(3000);
measure = analogRead(ph_pin);
measuresum = 0; measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
measure2 = measuresum/500.;
Serial.print(measure2); Serial.print(", ");
voltage = measure2*5 / 1024.0;//classic digital to voltage conversion
Serial.print(voltage, 3); Serial.print(", ");
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delay(5);
stepper.setCurrentPosition(0);
// Run the motor forward at 500 steps/second until the motor reaches 4096 steps (1 revolution):
while (stepper.currentPosition() != 625) {
stepper.setSpeed(500);
stepper.runSpeed();
}
delay(2000);
measure = analogRead(ph_pin); measuresum = 0; measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
delay(2000);
measure = analogRead(ph_pin);
measuresum = measuresum + measure;
measure2 = measuresum/500.;
Serial.print(measure2); Serial.print(",");
voltage = measure2*5 / 1024.0;//classic digital to voltage conversion
Serial.print(voltage, 3);
Serial.println("");
delay(5);
// Reset the position to 0:
stepper.setCurrentPosition(0);
// Run the motor backwards at 1000 steps/second until the motor reaches -4096 steps (1 revolution):
while (stepper.currentPosition() != -2500) {
stepper.setSpeed(-1000);
stepper.runSpeed();
}
delay(4000);
}
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Abstract

The primary purpose of this study is to establish a simple method producing new convincing evidence for the anomalous emission
of an energetic charged particle in the electrolysis at room temperature. Electrolysis of H2O solution is carried out using a Ni film
cathode under the DC condition. The scintillator of ZnS(Ag) is positioned in close contact with the rear surface of the thin Ni film
cathode to observe the visible scintillation and to recognize the energetic charged particle emission from the Ni film cathode. Using
the simple technique, visible scintillation is identified during the electrolysis. The scintillation appears in a very short moment with
the color of blue-white. The considerably high count rate of the flash from the scintillator in the electrolysis experiment is obtained
comparing with the rate in the control experiment.
© 2021 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction

The excess heat production and the anomalous emission of the energetic charged particle from condensed matter by
several experimental methods have been reported, even though those results do not seem to be accepted generally. The
difficulty in the acceptance is supposed to owe to the complexity of the experimental procedures employed and the
low reproducibility of the results reported. While the experimental method using track detectors is simple to confirm
the evidence of the particle emission. The evidence of the emission is in the form of damage trails made visible by the
etching of the plastic chips [1]–[9]. We have reported a remarkable increase in the number of etch pits on the plastic
track detector CR-39 in light water electrolysis [10]–[12].

The test cell used in these prior works is shown in Fig.1. The remarkable increase has occasionally been observed
only in the electrolysis experiment and has not in the control one. For instance, a significantly large number of 638
etch pits has been observed on a single CR-39 chip in an electrolysis experiment. Contrary, only 2 etch pits have been
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Figure 1. Test cell used in the prior work. The same cell except the bottom portion is used in the present work.

observed on the corresponding control chip [12]. The results suggest that an energetic charged particle is produced in
the Ni film [13]–[15]and penetrate it to reach the track detector in the electrolysis process. The energy of the particle
emitted is considered to be in the range of 1–15 MeV [3]. Considering that the Ni film cathode is set in close contact
with the chip and in the form of Ni film covering the chip, it is hard to exclude the view that the pitting is correlated
with the Ni film. However, the possibility of producing the energetic charged particle in the solution close to the
surface of the Ni cathode is not excluded from the prior works [11], [12].

These results lead the author to investigate the particle emission in the light water electrolysis by another simple
method capable of realizing the production of the energetic charged particle. The visual experimental method using a
scintillator without electronics is an ideal one chiefly because it can avoid electric noise and would provide a reliable
result. The present visual method might be the simplest one ever known to identify the anomalous emission of the
energetic charged particle produced by the possible low-energy nuclear reaction.

2. Experimental

Electrolysis is carried out in a small plastic (polyoxy methylene) cell at room temperature in this present work. The
cell is the same that used in the prior works [10]–[12], except that the track detector and the base block in the lower
portion are replaced by a scintillator composite and a transparent plastic plate, respectively. The structure around the
scintillator composite positioned in the lower portion of the test cell is shown in Fig.2.

For further details, the cell consists of a vertical plastic cylinder of 105-mm long and 10-mm inside diameter, a
plastic stopper holding a wire anode, a Ni film cathode, the scintillator composite, and the transparent plastic plate in
the lower portion. The top of the cylindrical portion of the cell is covered by the plastic stopper with loose contact,
which permits the escape of the gas produced by electrolysis. The 5-µm thick Ni film is purchased from The Nilaco
Corporation, Japan. Since the light of the midday sun at fine weather is not visible at all from the opposite side of
the Ni film, visible rays will not penetrate through the Ni film from the solution to the scintillator side. The Ni film is
carefully handled before the setting to avoid being mechanically damaged.
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Figure 2. The structure around the scintillator composite positioned in the lower portion of the test cell used in the present work.

The 5-µm thick Ni film with 30×50-mm in size is set in the lower portion. The center area with the diameter
of slightly less than 20 mm of the film forms the inner bottom of the test cell and serves as the metal cathode. The
excellent idea of the metal bottom serving as the cathode has been presented by Oriani and Fisher [4]. The edge of
the 30×50-mm Ni film is sandwiched by a folded 30-µm thick small piece of a gold film to form a steady terminal of
the electric cord. The anode is a φ0.5-mm Pt wire. The upper portion of it is sheathed by a heat-shrinkable FEP tube
surrounded by TFE. Its lower part of ∼60-mm long is formed a crude spiral with the diameter of ∼5 mm and with the
length of ∼30 mm. The lower end of the spiral plane is parallel to the cathode surface with a gap distance of∼10 mm.

The ZnS(Ag) is used as the scintillator, which is deposited on a polyester sheet of 30×30×0.25 mm in size to
form the scintillator composite. The scintillation composite is purchased from Oyokoken Industry Company, Japan.
The ZnS(Ag) has the maximum amplitude of emitting photon at wavelength 460 nm with decay time of 200 ns. The
density of the ZnS(Ag) is (3.25±0.25)mg/cm2. The thickness of ZnS(Ag) is measured to be ∼0.12 mm. The surface
of it looks smooth and good homogeneous.

An optical grease is coated on the front surface of the 5-mm thick transparent plastic plate, followed by mounting
the scintillator composite on the optical grease. Then, the rear surface of the Ni film cathode is set in close contact
with the front surface of the scintillator. Finally, both the lower portion of the cylinder, the Ni film, the scintillator
composite, and the transparent plastic plate are clamped together with an O-ring seal of the diameter of∼20 mm(P-18,
silicone rubber). The transparent plastic plate takes part in the steady bottom base of the cell. After the lower portion
of the cell is assembled to form a small vessel, the ∼8-ml H2O solution is poured into the cell. Then, the stopper
cap holding the anode is put on the upper opening. An unused Ni film is used for every run. After the electrolysis
experiments, the cell assemblies are immediately disassembled to remove the Ni film used.

Fig.3 shows the photo of the observation setup. The distance between the transparent plastic plate and the eye of
the observer is ∼12 cm. Though the scintillation is visible to the naked eye, a small telescope set under the transparent
plastic plate improves effectively the visibility of the scintillation. The minimum unit of the continuous observation
time is 10 min. The number of flashes during the 10 min is kept in mind of the observer. Then, the end of the 10-min
observation is informed by an alarm from a timer. Finally, the number of flashes and the outline of it are immediately
recorded by handwriting. It is not difficult for the observer to carry out manually the above procedure because the
scintillation usually seldom occurs.
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Figure 3. Photo of the observation setup.

One of the combinations of the solution and the applied DC condition for the present work is selected out of the
15 combinations in the prior work [12]. The combination selected has given the highest probability of the remarkable
increase in the number of etch pits. The solution of the present light water electrolysis is Li2SO4/H2O of 0.1 mol/L.
The single run consists of the former run and the latter run. Total 6 runs are carried out. Pure water is added after the
former run to fill up the test cell. The time interval between the end of the former run and the beginning of the latter
run is ∼10 min.

The current for the electrolysis is supplied by a constant-current power supply. The DC supplied is 3, 5, 10, 20,
40, 80, and 160 mA. The DC range 3–160 mA corresponds to the voltage range 3–30 V. The DC changes from 3 to
160 mA in stepwise every 24 h for 7d in the former run. The time behavior of the current supplied in the former run
is shown in Fig.4. The DC condition in the former run is the same as that of the combination selected out of the 15
combinations in the prior work [12]. Similarly, the DC changes from 5 to 160 mA in stepwise every 24 h for 6d in the
latter run, namely, the first DC of 3 mA is skipped of the DC condition in the former run. Thus, the electrolysis of the
single run continues totally 13d.

3. Results and Discussion

A remarkable increase in the number of etch pits has been occasionally but commonly seen in the electrolysis exper-
iments under the DC of 160 mA in prior works [11], [12]. Accordingly, the interest of the author is focused on the
appearance of the scintillation under the higher current condition. Consequently, the total observation time is different
between the DC values, though the scintillation is observed under the DC of 20, 40, 80, and 160 mA. The observation
is carried out in a dark room at an arbitrary time during the electrolysis. The observation of 6×10 min is typically
conducted twice in 24 h under each fixed DC value. The total time of 120 min in 24 h in a fixed DC value is equivalent
to ∼8% of the electrolysis time.
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Figure 4. Time behavior of the current supplied in the former run.

Table 1. Total count of the flash in the total observation time for each DC value.

Current 20 mA 40 mA 80 mA 160 mA

Former run Total count 0 1 1 8
Total observation time 180 min 180 min 610 min 880 min

Latter run Total count 5 8 13 15
Total observation time 770 min 780 min 960 min 1030 min

The color of the scintillation observed by the naked eye looks to be white mixed with a little blue. The scintillation
appears in an extremely short moment and in different strengths between the scintillations. Thus, ambiguous flashes
from the scintillator hard to be recognized are excluded from counting and only obvious those are counted as the visible
scintillation. The time interval between the flashes is found to vary exceedingly. For instance, three flashes appear in
20 min in an experiment and the other three do in sequence within a minute in another experiment.

The total count of the flash in the total observation time for each DC value is shown in Table 1. Average count per
hour of the flash, which is defined as the flash rate, for each DC value is shown in Fig.5. Total 15 flashes are counted
in the total observation time of 1030 min under the 160 mA in the latter run, as shown in Table 1. These values give
the largest flash rate of 0.9/h in the present work. The control experiment with the solution but without the electrolysis
is conducted by the same setup as that of the electrolysis experiment. Two flashes of unknown origin are observed in
the control experiment in the total 900 min and these values give the flash rate of 0.1/h. The 900 min in the control
experiment is comparable to the 1030 min in the electrolysis experiment under the 160 mA in the latter run. However,
the flash rate of 0.9/h in the electrolysis experiment is obviously larger than that of 0.1/h in the control experiment. The
result reveals that the electrolysis increases the flash rate. The scintillation could be attributed to the energetic charged
particle produced in an unknown process occurring at the Ni film electrode in the operating electrolysis cell.
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Figure 5. Average count per hour of the flash for each DC value.

Fig. 5 shows a tendency that the flash rate increases with the DC value in both the former and latter runs. Comparing
each flash rate in the former run with that in the latter run, the rate in the latter is obviously larger than that in the former
at any DC value. It should be noted that the former run is always followed by the latter run in all the 6 runs and the
environmental condition is considered to be even in both the former, the latter, and the control runs. Accordingly, it
is hard to think that the effect of the cosmic ray coming randomly results in the characteristics of Fig.5. The obvious
change in the flash rate by the transition from the former run to the latter one could exclude the possibility of producing
the energetic charged particle in the solution close to the surface of the Ni cathode. These characteristics of Fig. 5
might be explained by increasing the density of the proton absorbed in the Ni cathode during the electrolysis. The
density of proton in the Ni film cathode would be high enough to cause a low-energy nuclear reaction and to produce
the energetic charged particle after a long electrolysis time.

The ZnS(Ag) is the scintillator having efficiency better for the alpha particle than for the proton. The penetration
distance in Ni of ∼5 µm is obtained for the 3-MeV alpha particles by a computer simulation. According to the result
of the simulation, when an alpha particle is produced at the front surface of the 5-µm thick Ni film, ∼3 MeV is the
lowest energy of the alpha particle to penetrate through the Ni film and to reach the scintillator. The short penetration
distance suggests that the use of thin Ni film is a key factor for detecting the alpha particle.

On average, ∼42 etch pits have been registered after 7 d electrolysis in the prior works [12] under almost the same
experimental condition as that in the former run of the present work. While by calculating from the total count of the
flash in the former run in Table 1, ∼23 is expected as the count of the flash during 7 d, which is the whole period of
the former run. This number of 23 is fairly comparable to the etch pit number of 42. The lower count of the flash than
the count of the etch pit would be mainly due to the inferior ability of the naked eye of the observer.

4. Concluding Remarks

The simple experimental method using the thin Ni film in conjunction with the scintillator ZnS(Ag) is presented to
observe the visible scintillation in the light water electrolysis under the DC condition. The flash from the scintillator
with a considerably high count rate can be recognized. By carefully reviewing all the present and the prior experimental
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works [11], [12] done, the scintillation could be attributed to the energetic charged particles produced by the possible
low-energy nuclear reaction in the Ni film cathode during the light water electrolysis.
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